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Foreword

Welcome to the 2014 version of So How Can You Make Them Scream? For 2012, |
revised it to use OpenGL 3.2, the currently most universally available version and the step
into modern OpenGL. Note that OpenGL 3.2 is highly compatible with the newer but
more hardware demanding OpenGL 4. Some old discussions about features no longer in
core OpenGL were removed, and instead some new material have been added, most sig-
nificantly on 3D displays, ambient occlusion, texture compression and geometry shaders.

| am happy to say that this makes the book feel comfortably current. What | want thisto be
isatight, to the point book on game related algorithms, suitable for an advanced under-
graduate university course. Just like Volume 1 (Polygons Feel No Pain) | want the book to
be smaller, lighter, cheaper, but most of all more informative than other, bigger text books.
It want it to be well packed with interesting things, often including relevant, working, up-
to-date demo code, while not wasting too much space on lengthy discussions on marginal
matters. And it should be small and light enough to slip into your backpacks any time. And
that has been a major point since the first printing in 2008.

When | say that we use OpenGL 3.2, you may wonder why we don’t move directly to
OpenGL 4, the latest versions. Thisis because OpenGL 4 would be unusable for many stu-
dents, at least on their own computers, due to hardware or OS limitations. The difference
from OpenGL 3 to 4 is much smaller than from 2.1 to 3.2, the big jump isto OpenGL 3,
and by using 3.2 as platform (with OpenGL 4 as an option) we work with future safe,
modern code, where OpenGL 4 features can easily be incorporated as needed, while we
still support most hardware configurations and OSes.
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1. Introduction

This book iswritten as course material for the course in Advanced Game Programming at
Linkdping University.

1.1 Who should read this book?

Since this book iswritten for the course TSBK03 Advanced Game Programming at the
University of Linkoping, attendants of that course are the target audience.

The purpose of the book isto provide afairly broad overview of the most important game-
related technologies that you should learn beyond the basics, acommon base on which the
students are encouraged to build further on in their projects.

1.2 What should you expect to learn from this book, and its cour se?

Thisis not one of those game programming books that spend many pages talking about
what agameisand why it isfun. It is abook about technologies relevant to games, and
thereby also to many related fields. The book covers arather broad range of subjects. It has
four main target areas:

» 1. Advanced computer graphics. We build on what you learned in earlier courses.
e 2. Game physics

e 3. Animation

» 4 Artificial intelligence for games

For various reasons (not least the choice of projects of former students), the course has
mostly focused on graphics and animation. Thiswill, however, vary over time.

1.3 Advanced game programming? What does* advanced” mean?

The topic of the book and the course is advanced game programming, but the term
“advanced” is highly relative. The book does not claim to describe the current state-of-the
art. Such knowledge quickly becomes old. Rather, it builds on the previous course towards
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more advanced games. It raises the level a bit, but the really advanced level is defined by
the projects. We can put it thisway: The last chapter iswritten by yourself, describing the
project you made where you go beyond this book on your favorite subject.

So “advanced” means

* More advanced than simple 2D games (e.g. Tetris)

* More advanced than Volume 1

» A more advanced “base level” from which you are encouraged to go higher.

1.4 Why isthe book in English?

Why is the book in English, when the course language is Swedish? Some reasons:
e The course may be opened for international studentsin the future.
» The book might one day be published on the international market.

* Evenifitisnot, it would feel strange to make thefirst part of a seriesin English, and
the second in Swedish. All references between the two volumes will be easier to do.

| do use my own language when | can, and | believe in making proper translations of
terms. In order to make it easier for you to use the right Swedish words, despite abook in
English, | put in afew footnotes for non-trivial trandations.

1.5 Acknowledgments

The materia for this book comes from avariety of sources, books, papers, web pages. In
many cases, | have had help from students.

In particular, many of my exam workers have contributed. Johan Sj6strand, Tomas (Zsolt)
Szabo, Par Wieslander, Lars Abrahamsson and Bj6rn Milton did very important work on
both lab material and background research. Other exam workers whose reports have been
important sources include Roger Johannesson, Johannes Nilsson, Henrik Hansson, Erik
Torstensson, Johan Hedstrém, Bjérn Lindahl, Markus Fahlén, Emil Jansson and John
Nilsson. Thelist is not complete and is growing.

| have based some material on lecture notes by Peter Johansson, Kenneth Jarrendahl and
Johan Hedborg, and have had important feedback from them on the content of this book.

Jens Ogniewski expanded the networking chapter for 2011, including better references
and wrote the texts on 3D displays and texture compression for 2012.

Specia thanks to Arvid Kongstad for proofreading.

Finally, al previous students on the course have contributed in various ways. Your interest
for certain problems have been very important for the course. A number of good projects
(especially those with high quality reports) have directly influenced the book.
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3. Morecomputer graphics

This chapter startsthe first part of the book, which is about advanced computer graphics.
As mentioned in the introduction, “advanced” is a dangerous word that requires a clarifi-
cation: In this case it essentially means “interesting topics that did not fit in Volume 1 and
its course”, with emphasis on topics that are relevant for game programming.

In this chapter, | will talk about concepts that are pretty central, features and functionality
in the GPU, accessible through OpenGL, which are useful, and essential for much of what
we will do later, but which had little or no coverage in the first book.

3.1 Notesabout OpenGL 3.2(+) and auxiliary libraries

In the following chapters, examples are given as OpenGL 3.2 code. That means that it
looks quite a bit different from OpenGL up to 2.1, for which most available example code
you find on-line is written. It also means that the code depends on more additional librar-
ies than before. This section briefly summarizes the differences.

You always use shaders. This means that a shader loader must always be present, which is
not shown in the examples but is external code (in GL_utilities, my own code).

No more immediate mode. You never specify geometry with glBegin/glEnd pairs. Instead,
you upload geometry to VAOS/VBOs (vertex array and vertex buffer objects). We use
Wavefront OBJ files with our own (GL 3.2 friendly) loader.

No more built-in matrices. This means no glPushMatrix/glPopMatrix, no glRotate,

gl Trandate etc. Instead, you create matrices, do whatever calculations you need, and
upload to the shaders. | use my own VectorUtils library, with functions like rotation (RX,
Ry, Rz, ArbRotate), trandlation (T), projection matrix creation, look-at matrix creation etc.
Thelibrary ismainly aimed at C, but there are also some C++ extensions built in for oper-
ator overloading. The good part with thisisthat there are fewer callsthat you are forced to
use; your freedom is bigger. Also, the math and the code gets closer.

No more built-in light sources. You handle all light source data as you seefit.

Fewer states. You don’'t glEnable/glDisable light nor textures, you just use them or not.

More computer graphics 11



Overal, the examples are fairly similar to their 2.1 counterparts, the smpler examples are
dlightly more complex, but we avoid low performance solution while having more free-

dom in selecting the tools we want, and the code really gets cleaner and more to the point
than before, with less secret tricks behind your back. Just get the algebraright and that’s it.

But isn't there any drawback? Sure. The biggest problem with 3.2 isthat it is much easier
to get ablank screen that doesn’'t help you at al. You need to have a certain base function-
ality (provided with my demos) and work from there. It is wise to backup your code often,
in case you mess up something vital and need to go back.

3.2 Buffers

InVolume 1, | deliberately left out some information about OpenGL and graphics pro-
gramming in order to make the presentation easier to grasp. | will start this chapter by
wedding the scope, first of all by discussing all the buffersthat are available on the GPU.
Because there are severa image buffersin a GPU, not only the one you see on the screen.
You already know of some of them:

» Theframe buffer. Thisis the image you see on the screen.

e The back buffer (double buffer) to avoid flicker.

* The Z buffer (depth buffer), which handles low-level visible surface detection.

But there are more:
« Stencil buffer: For masking, for conditional drawing.
» Framebuffer objects, for drawing directly to atexture.

| Framebuffer object
| Stencil buffer

| Double buffer
| Z-buffer

Frame buffer

FIGURE 1. The bufferson the GPU

On these buffers, there are afew standard operations:
» Erasethe buffer with glClear.
» Copy between buffers and copy to and from the CPU: glCopyPixels, glReadPixels
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Beyond these basic operations, there are special-purpose functionality for some buffers,
which is much of what this chapter will tell about.

3.3 Stencil buffer

A “stencil” is an old method for printing, using a sheet with holes forming the shape that
should be printed.! The digital stencil buffer can do the same thing; it is a mask that pixel
by pixel determines what pixel that may be written.

For setting the stencil buffer contents, you enable the buffer and control it with special
cals, and draw with the usual drawing operations, e.g. polygons. Here follows asimple
example, where | draw the Utah teapot masked with awireframe sphere.

First of al, we must specify that we want a stencil buffer when we create the OpenGL
context. When using GLUT, you add GLUT_STENCIL when calling glutlnitDisplay-
Mode. Thus, that call may look like this:

gl ut 1 ni t Di spl ayMbde( GUT_DOUBLE | GLUT_RGB | GLUT_DEPTH | GLUT_STENO L);

Let ushave alook at the display function. It will demonstrate most of the API, which | will
comment on below.

voi d displ ay()

G float nmv2[16], tx2[16], trans[16], rot[16], scal e[ 16];
/!l Aear frane buffer, Z buffer and stencil buffer
gldear(Q_OCOLORBUFFER BIT | GQ._DEPTH BUFFER BI T |
A_STENC L_BUFFER BIT); // <- ***
count ++;

In typical OpenGL fashion, we have our own projection and modelview matrices, passed
to the shaders as needed.

gl Uni f ormivat ri x4f v(gl Get Uni f ormLocati on(program "projectionMatrix"),
1, G_TRUE, projectionhatrix);

gl Uni f or mvat ri x4f v( gl Get Uni f or nLocati on(program "nmodel Vi ewMatri x"),
1, G_TRUE, nodel Vi ewMatri x);

Now we enabl e the stencil buffer. Disabling frame and Z buffer is optional; you often draw
into the frame buffer and the stencil buffer at the same time, for example when drawing a
floor that you will later draw a shadow or reflection on. In this example, the stencil con-
tents is drawn separately.

/! Enable the Stencil Buffer
gl Enabl e(@._STENO L_TEST) ;

/1 D sable Color Buffer and Depth Buffer
gl Col or Mask( Q._FALSE, G__FALSE, (__FALSE, (G__FALSE);
gl Dept hMask( G-_FALSE) ;

/Il Set 1 into the stencil buffer

1. In Swedish: “schablon”
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gl Stenci | Func(AQ_ALWAYS, 1, OxFFFFFFFF);

gl Stenci | Op( A._REPLACE, GQ._REPLACE, A__REPLACE);

/I Draw the wired sphere in the stencil buffer only
Dr awW r ef r aneModel (sphere) ;

gl StencilFunc and gl StencilOp control the stencil buffer, both how its contentsis changed
and how it affects other drawing. Above, we state that the stencil buffer should always be
changed to 1 whenever a pixel isdrawn.

[/ Turn on Col or Buffer and Depth Buffer
gl Col or Mask(A_TRUE, A__TRUE, G__TRUE, G__TRUB);
gl Dept hMask( G._TRUE) ;

[/ Only wite to the Stencil Buffer where 1 is set
gl Stencil Func(G._EQUAL, 1, OxFFFFFFFF);

/1 Keep the content of the Stencil Buffer

gl Stenci | Op( A_KEEP, GQ._KEEP, G._KEEP);

Before drawing the masked shape, we set the stencil buffer to demand that the stencil is
equal to 1 to allow drawing.

Point3D axis = {1, 1, 1};

ArbRotate(&xis, 0.2 * count*0.1, rot);

Mul t (nodel Vi ewvatri x, rot, nv2);

gl Uni formivat ri x4f v(gl Get Uni f ormLocat i on(program "nodel Vi ewNatri x"),
1, G_TRUE mv2);

Dr awModel (t eapot ) ;

gl Dsable(@_STENA L _TEST); // Turn off (in case we add other stuff

that does not use it)
gl ut SwapBuffers();

The results of this code is shown in the figure bel ow.

MO O  simple stencil demo

FIGURE 2. The stencil buffer used for masking; the teapot masked by a wireframe sphere.

What we see is the Utah Teapot “sampled” to be visible only in the positions where it
intersects the wireframe sphere. Since the teapot is plain white, with no texture, the result
is pretty much alogical AND between the two shapes. With a texture that follows the tea-
pot, the texture will change the impression.
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In the demo above, the stencil buffer isused asif it was abinary buffer, but it isnot. Every
pixel does not hold a bit, but an integer value, 8 or 16 bits as an unsigned integer.

3.3.1 Using the stencil buffer for masking mirrors

Two notable cases where masking is critical are planar shadows (chapter 4.1) and mirrors.
L et us cover mirrors here, the simpler of the two. In Volume 1 we saw that you can easily
make amatrix for mirroring geometry, but how do you implement a mirror in a scene?

That takes more than just mirroring the vertices. Here are afew things to take into account:

e Themirror hasto beflat. If that is not what you want, consider a real-time rendered
cube map instead.

» The mirrored geometry will be located behind the mirror, so you want to draw in the
right order to avoid problems with the Z buffer.

» Geometry behind the mirror must be excluded or it will end up in front.

» Mirroring will reverse back-face culling of your models. You need to switch the culling
(by calling glCullFace(GL_FRONT)) when drawing the mirrored geometry.

We are still not talking about a rocket science effect; The resulting algorithm is nicely

summarized as follows:

* 1. Clear the stencil buffer

» 2. Draw the ground only in stencil

» 3. Draw the mirrored teapot (behind the ground), masked by stencil buffer

e 4. Draw the ground with some transparency, to make the mirrored geometry visible.
Thus, the reflectivity of the mirror is determined by its transparency.

» 5. Draw the teapot in a position matching the mirrored one

I have made a demo for this, which is shown in Figure 3. (Will also be available on-line.)

800 Stenciled mirror demo

FIGURE 3. Mirrored shape with reflection masked by the stencil buffer
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The planar shadows algorithm (chapter 4.1) is quite similar to this, with the addition of
some extra math for making a projected shadow instead of asimple mirroring. Thus, we
can do some pretty nice things only by abinary mask. But there is more.

3.3.2 Advanced stenciling

There are plenty of applications for the stencil buffer, alot more than you may believe at
first. Hereare afew:

» Mask out frames, HUDs etc.
« Dissolve effects, by drawing patterns over the entire buffer.

» Limit the drawing to a specific shape in the scene. Thisis acommon use, used for
things like reflections and shadows (like above).

e Shadow volumes.
* CSG, Constructive Solid Geometry. Thisis amore exotic use.

My conclusion is that the stencil buffer is actually extremely important.

Let uslook closer at the API. The call gl St enci | Func selects the function of the stencil
buffer when drawing elsewhere:

gl Stenci | Func(func, ref, mask);

The other side of the coinisgl St enci | Qo, which decides how the stencil buffer itself is
modified when drawing:

gl Stencil Op(fail, zfail, zpass);
Finally, you can fill the entire stencil buffer with an arbitrary value using glClearStencil ().

The three parametersto gl St enci | Qo refers to the three possible cases that can occur for
each pixel/fragment when drawing: Stencil fail, stencil pass/depth fail, stencil pass/depth
pass.

Stencil fail means that the fragment was blocked by the stencil buffer (due to the current
setting of the stencil func). Stencil pass/depth fail means that the fragment survived the
stencil buffer but not the depth buffer (yes, the standard Z-buffer that you use all the time).
Finally, stencil pass/depth pass means that the fragment made it through and was written
to the pixel (if that is allowed under current settings).

For each of these cases, we may define different operations. We may zero the stencil value,
increment it, set it, leave it asitis... Thetota listisGL_KEEP, GL_ZERO,
GL_REPLACE, GL_INCR, GL_INCR_WRAP, GL_DECR, GL_DECR_WRAP,
GL_INVERT, al with fairly intuitive meanings.

The stencil and depth tests, controlled by gl St enci | Op, areillustrated by Figure 4 on
page 17.
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FIGURE 4. Thelast operations before a fragment iswritten to the frame buffer.

Now for an example (without code this time). For simplicity, the example is not exactly
realistic, but more chosen for showing what operation the stencil buffer can handle.! We
start with arectangle (upper left) which is drawn with Z-buffering on, giving arectangular
areawith aZ-value corresponding to a closer distance than the rest. The stencil buffer, too,
has different values in the two regions, 1 and 3. See the figure below.

Image
before

Frame buffer

Depth buffer

FIGURE 5. Stencil example, before drawing

Draw
triangle

Frame buffer

Depth buffer

_AIE‘_

|

FIGURE 6. Stencil example, triangle being drawn.

Stencil buffer

Stencil buffer

ref=3

func = LESS

ops: fail: ZERO
zfail: INCR
zpass: REPLACE

Then we draw the polygon, intersecting the rectangle. We use different stencil operations
for the three possible cases, zeroing, replacing and incrementing. The bottom-right image

1. I honestly no longer remember if | made this example myself or found it in abook or on the web. Most
likely it isavariant of some nice example | found.
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showsthefinal result. The areas not covered by the triangle are unaffected, while the other
three are, from left to right, zeroed, incremented and set to the reference value (3).

. 3
Image |
after ~ 9| 3

Frame buffer Depth buffer Stencil buffer

FIGURE 7. Stencil example, final result.

The importance of the freedom beyond plain masking may not be obvious now, but it has
plenty of uses. One significant algorithm using it is Shadow volumes (chapter 4.2.3).

3.4 Texture mapping

In Volume 1, texture mapping was presented entirely as the technique to map 2D images
onto surfaces. | did touch upon multi-texturing, but otherwise many advanced techniques
were |eft out. Coordinates were given manually or generated with simple geometries. We
will go abit further here.

In this section, | will cover

» Textures with other dimensions than 2

» Texture matrix and projective textures

» Texture compression

while | expect you to already know much about

» Texture coordinate generation (linear, cylindrical, spherical)
* Environment mapping

« Texture settings (repeat/clamp, filtering)

* Mip-mapping

e Multitexturing

Later, we will also cover bump mapping, in chapter 5.

3.4.1 Textureswith other dimensionsthan 2

A texture does not have to be 2-dimensional. They can also be 1-dimensional, that isalin-
ear array of texels, or 3-dimensional, which implies volume data. These variants do not
seem anywhere near asimportant as 2-dimensional, but they have their uses.
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There are several applications for 1-dimensional textures. One that you may see some-
timesin older games and simpler demosisto use a 1-dimensional texture to colorize ater-
rain depending on height. It can be implemented like this (illustrated in Figure 8):

Thelowest part of the terrainis given aminimum height, the water level. This extreme end
of the 1-dimensional texture is blue. Immediately above, there is a green section. After
some time, the green fades into grey (rock) and at the upper end, the texture is white
(snow). The texture is combined with more fine-grained texture(s) to get a nice detail.
While thisis asimplification from making a more “designed” colorization of the terrain,
and there are other tricks to consider, it does help to a certain extent.

Another, slightly more exotic exampleisto use a 1-dimensional texture mapped along Z
from the camera, to model light attenuation in detail from a camera-bound light source.

1D texture Terrain with 1D texture

White (snow) e

Grey (rock)

Green (grass)

Blue (Wﬂ_

FIGURE 8. Using a 1D textureto give a terrain a height-dependent color

3D textures are less suited for most gaming applications. They are most obviously useful
for medical applications, for visualizing 3D data, e.g. tomography images. However, there
are other applications. One isto model objects that are volumetric by nature, like clouds.
Another isto carry other kinds of information where the limitations of a 2D texture getsin
the way, like a detailed lighting model like BRDF. We will return to these applications
later in the book.

3.4.2 Texturematrix and projected textures

InVolume 1, texture placement could be specified by texture coordinates by vertex, or
even by fragment, either from the model or generated from the geometry. But we mostly
considered static textures. It isn’t too hard to come up with simple shifts of textures, even
rotations, but for cases when we need something even more flexible, we can use atexture
matrix. Thisis something as simple as yet another matrix operation, but applied on texture
coordinates rather than vertices.

All transformations that a4x4 matrix can represent can be applied on texture coordinates -
even projection! And thisis where the texture matrix is the most important. Among its
uses, it isakey component in shadow mapping (chapter 4.2). However, even the standard
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transformations can be useful. For example, you can rotate a texture using a rotation
matrix.

For texture projection, we will need to create a new, alternate transformation chain, defin-
ing projection from a second point, the projection point (or light source). We can create
those transformations with OpenGL’s built-in calls. (Figure 9)

GL_EYE_LINEAR

Veamera | Cameraview »| Cameraprojected
coordinates coordinates
%8?3: nates Xg(())rrlélji nates
"~ | Light'sview || Light's projected
GL_OBJECT_LINEAR Viign: | coordinates | Pig | cOOrdinates

FIGURE 9. Coordinate systemsinvolved in projective texturing
Each arrow in the figure is a transformation.

Now consider this from a shader perspective. In avertex shader, you get the model coordi-
nates, and you have modelview and projection transformations that you can multiply. That
means that you have model coordinates (left box), and you can get to the cameraview
coordinates or camera projected coordinates, but you really want to get to the light’s view
coordinates and its projection. Working from the camera projected coordinates makes no
sense at all, so we have two possible starting points.

In some texts on this subject, it is recommended that you work from camera view coordi-
nates, using the transformation

1
Plight™ Viight™V ~camera

With this approach, the model-to-world transformation can be made completely as usual,
and when we reach the camera view coordinates, we transform back to the world coordi-
nates and go forward from there.

However, we may also consider working from model coordinates, which | find simpler.
You build the two chains from the ground up, with different projection and camera place-
ment matrices, but with the same model-to-world transformation.

So we build projection (P) and camera placement (V) matrices for each path, and a com-
mon model-to-world transformation. Multiply together and upload to the shader.

When projecting atexture, there is a difference in the coordinate system produced by pro-
jection and the texture coordinates that we need. Projection produces coordinates in the
interval -1 to 1, while textures are defined from O to 1. To correct that, we need a scale and
bias transform. That is just atrandation and a scaling:

G float trans[16], scal e[ 16];
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trans
scal e

T(0.5, 0.5, 0.0);
(0.5, 0.5, 0.5);
That’s plenty of halves, but what happened was that we started by a 2x2 square centered at

origin, scaled it down to 1x1, which means-0.5 to 0.5. Though atransglation by 0.5, 0.5,
we end up at the O to 1 that textures should have.

A

. |

FIGURE 10. Scale and bias transfor mation maps between -1..1 and 0..1 ranges.

The entire texture matrix construction can then be done like this:

/1 Build the transfornati on sequence for the light source path,
/1 by copying fromthe ordinary canera natri ces.
voi d set TextureMatri x(voi d)

{

mat4 trans;
textureMatrix = IdentityMatrix();

/1 Scale and bias transform noving fromunit cube [-1,1] to [0, 1]
trans = MIl't(T(0.5, 0.5, 0.0), §0.5 0.5 1.0));
textureMatrix = Milt(Milt(trans), projectionhatrix), nodel Vi ewNa-
trix);

But the matrices are not quite done here. Any additional transformations needed while
drawing the scene (usually translations and rotations) must be in the model-to-world trans-
form of both transformation pipelines (Figure 9 on page 20). For every operation you do,
you multiply them on both matrices. For example, thisis one of the toruses, with atranda
tion and a scaling as model-to-world part:

/1 ne torus

trans = MIlt(T(O,4,-16), $(2.0, 2.0, 2.0));

mv2 = Mil t (nodel Vi ewMatrix, trans); // Apply on both

tx2 = Milt(textureMatrix, trans);

/1 Wl oad bot h!

gl Uni f or mvat ri x4f v( gl Get Uni f or nLocat i on( proj TexShader 1 d, "nodel Vi ew
Matrix"), 1, G_TRUE, nv2.n);

gl Uni f ormvat ri x4f v(gl Get Uni f or mLocat i on( proj TexShader 1 d, "textureMa-
trix"), 1, G_TRUE tx2.m;

Dr awModel (t or ushModel ) ;
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Finally, we need shaders that handle the final stages of transformations and the actual tex-
turing. | will not handle shader loading here; we should consider that trivial by now. (See
the full sample code on the course page, or Part 1.)

Hereisthe vertex shader:
#versi on 150

out vec4 |ight SourceCoor d;

in vec3 in_Position;
uniformmat4 textureMatri x;
uni form mat 4 nodel Vi ewMatri x;
uni form mat4 projectionMatri x;

voi d mai n()

[/ Transformvertex to |light source coordi nates:
|'i ght SourceCoord = textureMatrix * vec4(in_Position, 1.0);
gl _Position = projectionMatrix * rnodel Vi ewMat ri x
* vec4(in_Position, 1.0);
}

The transformation with the texture matrix is the important feature here.

And here is the fragment shader:
#ver si on 150

uni f orm sanpl er 2D t ext ure;
in vecd |ight Sour ceCoor d;
out vecd out_Col or;

uni form fl oat shade;

voi d mai n()
vec4d | i ght Sour ceCoor di nat eWdi vi de =
|'i ght SourceCoord / |ight Sour ceCoord. w,
vecd texel = texture(texture,lightSourceCoordi nat eWdi vi de. st);

out _Color = texel * shade;

}

Thisisequally simple, but still unusual. We perform the perspective division, to get the
final texture coordinates. Then we just multiply the texel with the surface color and we are
done.

The result may look like this:
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FIGURE 11. A texture projected onto the Utah Teapot, from two different views.

Most demos you find on Internet are fixed pipeline demos, where the problem is compli-
cated by using texture coordinate generation etc. These demos are in my opinion outdated
and best avoided. | have based my solution above on a shadow mapping demo by Fabien
Sanglard [71], but rewritten it to a projective texture demo and ported it to modern
OpenGL. We will return to this code in the shadow mapping chapter (chapter 4.2), where
projective textures play avital part.

3.4.3 Detail texturing
Detail texturing is an application of multitexturing, for texture optimization.

If you want atexture to be both large, varied and with much detail (high frequencies), then
the cost in disk and memory space becomes very big, and you might find yourself limited
by the maximum size of textures. A very efficient way to accomplish the samethingisto
combine two textures, each of which can be alot smaller. Oneisalow frequency texture,
which describes the overall structure of the surface, while the other is a high frequency
texture, which is repeated over the low frequency texture to provide the detail that the
other lacks.

Detail textures can be created separately, where the detail texture ismore or lessfilled with
high frequency noise. An alternative is to generate low and high frequency images from
the same original image. That will result in higher quality since the result has the fre-
guency spectrum of the original. However, it must not include patterns that are disturbing
when repeated.

Below follows code for one way to implement detail texturing, where two very small tex-
tures (both 32x32 texels, Figure 12) are combined to texture a cube. The result is not the
prettiest detail texturing you have seen - it essentially puts some noise on top of the low-
frequency texture - but still the resulting texture gives some impression of more detail.
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FIGURE 12. Low-frequency (left) and detail texture (right). Both are merely 32x32 texels.

The noise texture gives noise around 50% gray.

Before drawing the surface with the detail texture, we assign the two textures to one tex-
turing unit each, access them in the fragment shader, and combine them by a suitable func-
tion. In this case, you get areasonable result just by addition.

You assign the textures to texture units just like with any other multitexturing:

[/ Texture 0, |ow frequency
gl Acti veText ure( G._TEXTUREQ) ;
gl Enabl e( G__TEXTURE 2D);
gl Bi ndText ure( G__TEXTURE 2D, |f Tex);

/1 Texture 1, detail
gl ActiveText ure( AQ._TEXTUREL) ;
gl Enabl e(A_TEXTURE_2D) ;
gl Bi ndText ure( G._TEXTURE 2D, detail Tex);

When accessing the texture, you use different density for the texture coordinate access.
For example, the global texture may go from O to 1, while the detail texture repeats, for
example from O to some repeat number. This gives one round of the low-frequency texture
(Oto 1) and a number of repeats for the detail texture.

The result looks like this (but would be even better with better textures):

MO O  Detail Texture demo

FIGURE 13. Detail texturing, combining the two texturesto a seemingly more detailed texture.

With higher quality textures, the result can be alot better, but | hope this simple example
can still convince you that this technique is quite useful. The detail texture does not have
to be noise. It can also be awood or stone texture, or even flowers and grass for terrains.
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3.5 Render totexture

So far, we have considered textures to be pre-generated data that comes from somewhere
else, than we can map on surfaces. However, it is also possible to generate the textures on-
line, to perform arendering that is ends up in atexture; we render to texture.

There are several ways to make rendered data end up in your textures:
* glReadPixels/gl TexImage

e glCopyTexImage

» glCopyTexSublmage

» pBuffers (Pixel buffers)

» Framebuffer objects (FBO) - preferred!

With glReadPixels, you can read data from the frame buffer to the CPU, and then you can
upload it to atexture using gl Teximage. Thisis a poor solution that will choke the CPU.
Avoid!

The calls glCopyTexImage and gl Copy TexSublmage copy pixel datato textures. They
may seem equivalent when copying the whole texture, but NVidia experts [15] recom-
mend glCopyTexSublmage, since it is more likely to be well optimized than glCopy Tex-
Image. Using glCopy TexSublmage is probably the easiest solution, and performanceis
not bad. Still, it isnot optimal, since it imposes a copying from one memory position to
another, which does not come for free.

The solution pbuffers was an intermediate solution. Pbuffers were aWGL extension. It
was never implemented on all platforms, so it never became a cross-platform solution.
Although it does allow usto render directly to it, it has the significant drawback that the
pbuffer isaseparate OpenGL context. It has limited interest today in case you need to sup-
port some platform that still has problems with FBOs, not avery likely case today.

Today, framebuffer objectsis the current, standard and preferred solution. A framebuffer
object (FBO) isacaollection of datain the GPU that can be used as rendering target. It con-
tains:

¢ One or more textures
* A renderbuffer, which typically means a Z buffer.

3.5.1 Creating framebuffer objects

The task of creating aframebuffer object is surprisingly complicated that is likely to go
wrong. You are best off with aworking example, so that iswhat | have right here.

This codeisfairly modern, and should work on any modern OpenGL installation. If it
does not, you may haveto re-introduce some ARB or EXT suffixes. If you are in that posi-
tion, maybe you should ask me for the old version.
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voi d CHECK_FRAMEBUFFER_STATUS()
{
G.enum st at us = gl CheckFr anebuf f er St at us( G._ FRAMEBUFFER) ;
if (status !'= G__FRAVEBUFFER COWPLETE)
printf("Franebuffer error\n");

void initFBQ)

[l create objects

gl GenFrarnebuffers(1, &b); // frame buffer id

gl GenRenderbuffers(1, &b); // render buffer id

gl Bi ndFr amebuf f er (@._FRAMEBUFFER, f b);

gl Frarebuf f er Text ur e2D( G._ FRAMEBUFFER, . COLCR _ATTACHVENTO,
GQ_TEXTURE 2D, tex, 0);

CHECK_FRAMEBUFFER_STATUY() ;
[/ initialize depth renderbuffer

gl Bi ndRender buf f er (G._RENDERBUFFER, rb);

gl Render buf f er St or age( @._ RENDERBUFFER, Q__DEPTH _COVPONENT24, wi dt h,
hei ght) ;
/1 attach renderbuffer to franebuffer depth buffer

gl Frarebuf f er Render buf f er (G._FRAMEBUFFER, G._DEPTH _ATTACHVENT,
G._RENDERBUFFER, rb);

CHECK_FRAMEBUFFER _STATUS() ;
}

The cal CHECK_FRAMEBUFFER_STATUS calls glCheckFrameBufferStatus and
reports errors. In my example | only check for GL_ FRAMEBUFFER_COMPLETE
(which means no error) but there are more messages to check for. (See below.)

Just like with textures, you start by creating a reference, which means nothing until you
make it refer to something.

gl GenFrarebuffers(1, &b);

You attach an existing texture like this:

gl Frarmebuf f er Text ur e2D( G._ FRAMEBUFFER, Q. COLCR_ATTACHVENTO,
G_TEXTURE_ 2D, tex, 0);

We create the renderbuffer (Z buffer):

gl Bi ndRender buf f er (G._RENDERBUFFER, rb);

gl Render buf f er St or age( G._ RENDERBUFFER, . DEPTH _COVPONENT24, wi dt h,
hei ght) ;

gl Frarebuf f er Render buf f er (G._FRAMEBUFFER, G__DEPTH_ATTACHVENT,
G_RENDERBUFFER, rb);

Note that we use GL_NEAREST filtering. That filtering is otherwise usually best avoided,
but aframebuffer object generally demandsit. Such limitations may change over time, but
that istherule | live by today.

There is much more options for creating FBOs, but we have enough to start using them.
Refer to the OpenGL documentation for more information.
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3.5.2 Using framebuffer objects

Using a framebuffer object is much easier than creating them. For rendering to the frame-
buffer, you select it like this:
/'l render to the FBO

gl Bi ndFr arrebuf f er (Q._FRAMEBUFFER, fb);
gl Bi ndText ure( G._TEXTURE 2D, anot hertex);

Binding another texture is not necessarily what you want to do, but somewhat typical; you
often render to texture for using it astexture later, so the FBO is aways used for one of the
two roles (input texture or output buffer). Thus, the rendering to screen may look like this:
/1 render to the screen, using the FBO texture

gl Bi ndFr arrebuf f er (G._FRAMEBUFFER, 0);
gl Bi ndText ure( G__TEXTURE 2D, fbotex);

It can be confusing to handle separate texture and FBO references when they really refer
to the same data. Thus, | tend to handle them together, as a structure holding all needed
information about the FBO, like this:

// A structure to collect FBOinfo
typedef struct FBGstruct
{

QLui nt texid;

Quint fb;

Quint rb;

int width, height;
} FBGstruct;

Using this structure, | defined useFBO(), which assigns one FBO as output and up to two
textures as input (on predefined texture units). Thisis merely an example of how you can
handle this data. There is no universal truth to what it should contain, so you may wish to
add more data depending on your problem.

Finally, a note on the renderbuffer part. | included renderbuffer creation in the code above,
but that is not always needed. When you render to texture in a 3D application, the render-
buffer is obviously usually needed, to include a Z-buffer with the FBO. In GPGPU appli-
cations (see page 39), you often work without renderbuffer.

3.5.3 Debugging information from FBOs

During development, you should catch error messages the your FBOs. Thisis done with
gl CheckFramebuffer Status().

A typical problem can be that you pass invalid arguments for your texture. FBOs do not
necessarily support all filtering options. When in doubt, set it to nearest neighbor filtering.

Important result codes from gl CheckFr anebuf f er St at us() that you should check for
include

Q._FRAVEBUFFER_COMPLETE
Q__FRAVEBUFFER_UNSUPPCRTED
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GA._FRAMEBUFFER _| NCOVPLETE_ATTACHVENT

Thefirst signalsthat al iswell, the others signal problems.

Now it istime for two examples of how to use these techniques. | will do the same simple
example, first with glCopyTexSublmage, and then with framebuffer objects, that isthe two
preferred techniques.

3.5.4 Example using glCopyTexSublmage

Here follows a compl ete example (display function only), using glCopy TexSublmage.

voi d di spl ay(voi d)
{

Il

ski

printError("pre display");
a += 0.1,

/'l clear the screen

g Viewport(0, 0, width, height); // Set viewport to natch texture size
gl dearColor(1,1,0.5,0);

glQear(@_COCR BUFFER BI T | (__DEPTH BUFFER BI T);

gl Bi ndTexture( G._TEXTURE 2D, mnitexid);

rotationMatri x2 = Rz(a/5.0);

rotationMatrix = Rx(a);

gl Uni formvat ri x4f v(gl Get Uni fornmocation(program "rotationhMatrix2"),
G._TRUE, rotationMatrix2.n;

gl Uni f or mvaat ri x4f v( gl Get Uni f or nLocat i on(program "rotationhatrix"),
G_TRUE, rotationhatrix. m;

gl BindVertexArray(vertexArraythj 1 D) ;// Select VAO
g DrawArrays(@._ TR ANGLES, 0, 36*3);// draw object

printError("display");

gl Flush();

/1 Copy the result to the texture

gl Bi ndText ure( G._TEXTURE 2D, tex);

gl CopyTexSubl mage2D( G._TEXTURE 2D, 0, O, O, O, O, width, height);
gl Miewort(0, 0, lastw lasth);

Render to screen with the generated texture

gl dearColor(0,0,0,0);
gl O ear(Q_COLOR BUFFER BIT | GL_DEPTH BUFFER BI T);

gl BindVertexArray(vertexArrayhj 1 D) ;// Select VAO (same - we coul d
p this)

gl DrawArrays(G._TR ANGLES, 0, 36*3);// draw object
printError("display 2");

gl ut SwapBuf fers();
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The interesting events here are these:

We set the viewport to asize that fits our texture. After that, we draw whatever we want to
put in the texture, and copy it to the texture using gl Copy TexSubl nage2D. Then we render
the final image using that texture.

The resulting scene will be a shape (in this case a cube) covered with animated teapots:

| ® O O GL3 render to texture example (glCopyTexSublm... |

——

\ &

FIGURE 14. A cube animation used astexture on an animated cube

3.5.5 Example using framebuffer objects

Here follows the same exampl e using framebuffer objects. It assumes that the framebuffer
object is already created.

voi d di spl ay(voi d)
{

printError("pre display");
a += 0.1,

/1 Bind FBO

gl Bi ndFranebuf fer (Q._FRAMEBUFFER, fh); // A ready refers to the tex-
ture "tex"

gl Bi ndTexture( G-._TEXTURE 2D, mnitexid);

/'l clear the screen

gl Viewport (0O, O, width, height); // Set viewport to match texture size
gl dearColor(1,1,0.5,0);

gl d ear (G._OOLCR BUFFER BI T | G._DEPTH BUFFER BIT);

rotati onvatrix2 = Rz(a/5.0);

rotati onvatrix = Rx(a);

gl Uni f or mvat ri x4f v( gl Get Uni f or nLocati on(program "rotationhMatrix2"),
1, G_TRUE rotationhatrix2.nm;

gl Uni formvat ri x4f v(gl Get Uni formocation(program "rotationhMatrix"),
1, G&_TRUE rotationhatrix.m;

gl BindVertexArray(vertexArrayChj ID);// Sel ect VAO
gl DrawArrays(A_TR ANGLES, 0, 36*3);// draw object
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printError("display");

/1 gl FHush(); It worked for me wi thout gl Flush but consider it if you get
probl ens.

/1 The image is now rendered to the texture and we can set it as input.
gl Bi ndFr amebuf f er (@._FRAMEBUFFER, 0);
gl Bi ndText ure( A._TEXTURE 2D, tex);

gl Viewort(0, 0, lastw, lasth);
/'l Render to screen with the generated texture

gl dearColor(0,0,0,0);
g dear(@_OCOLRBUFFER BIT | GQ._DEPTH BUFFER BI T);

gl BindVertexArray(vertexArrayhj1 D) ;// Select VAO (sarme - we coul d
skip this)
gl DrawArrays(A_TR ANGLES, 0, 36*3);// draw obj ect

printError("display 2");
gl ut SwapBuffers();

Most of the code isidentical to the previous example, and the visual result isidentical. All
that has happened isredlly that we use the FBO so we don’t have to copy.

The conclusion is that we can render to textures, and framebuffer objectsis the best solu-
tion. The primary backup plan should be glCopy TexSublmage, which is reliable and
highly backwards compatible.

Some of the applications of rendering to texture should be obvious. For example, you can
make environment mapping using “live” textures, rendered from the environment mapped
object for every frame. Other applications include shadow maps (see page 43) and
GPGPU applications (see page 39).

3.6 Navigating on a mesh

For many problems, for example collision detection or mesh simplification, it isvital to be
able to navigate over amesh, finding neighbor parts of the mesh and being ableto analyze
local properties. For doing that, we must add some extrainformation over the usual vertex
list and index list. This can be done in many ways, and it is often possible to choose a
method that fits the problem at hand. We will here present one popular navigation tool, the
half-edge structure, originally suggested by Muller & Preparata[105]. Thistext is par-
tially based on atutorial by Rutanen [106].

The half-edge structure, also known as the doubly connected edge list, is a structure that
associ ates two vertices and one polygon. The name “half-edge” sounds hilarous, but the
reason isthat an edge usually has two neighbor polygons and therefore has two half-edge
structures connected to it. Moreover, each of these two half-edges should go in the oppo-
site direction than the other.
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The complete datainvolved is slightly more than one structure. The actual half-edge struc-
ture may contain the following information:

* “next”, pointer to the next half-edge along the polygon (possibly also previous)

« “pair”, pointer to the “ other half”, the half-edge along the same edge belonging to the
neighbot polygon

* “vert”, vertex at end of the half-edge
« “face”, the polygon that the half-edge borders

See Figure 15. The exact contents vary with different implementations. The faces and ver-
tices will also need to have references to the half-edge structures (one of the ones con-
nected to them) so that it is possible to traverse the mesh from some starting point.

vert, the vertex at the pair, the other half-edge
end of the half-edge at the same edge

L. T\\\

next, the next half-edge
in the polygon face, the polygon that the

half-edge borders

FIGURE 15. The half-edge structure

This structure is sufficient for alot of navigation problems on a mesh. For example, in
order to loop through al edgesin a polygon, you do like this:

firstedge = pol ygon->edge; // Get any edge of the pol ygon
edge = firstedge;
do
{
edge = edge- >next;
} while (edge != firstedge);

L ooping through all edges around a vertex is somewhat more complicated:

firstedge = pol ygon->edge; // Get any edge of the pol ygon
edge = firstedge;

do

{

edge = edge->pai r->next;
} while (edge !'= firstedge);

Note that the use of pair and next depends on the half-edges sharing one edge are oriented
in different directions! See Figure 16.
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vertex to navigate around
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FIGURE 16. Navigating a mesh with the half-edge

For the purposes of this book, the most obvious use of mesh navigation is collision detec-
tion. However, there are many other applications.

3.7 Texture optimization

Another way to optimize performanceisto take control over how texture dataisused. This
can have some importance when all textures no longer fit in the VRAM.

There are two significant texture optimization issues:
» Optimizing the choice of what textures are in VRAM

e Texture compression

For the former, OpenGL may give you agood caching by default. If not, you need to keep
track of how much textures you load and gl DeleteTexture as needed, following either a
FIFO or LRU (least recently used) policy.

Texture compression is a more complicated subject, but it can have a great impact when
the size of the VRAM islimited, or the accessto it (e.g. due to aslow and/or shared bus).
Thisis certainly the case in embedded systems, like smartphones or tablets. Unfortunately,
we can't simply use standard image compression like JPEG here since we have to be able
to decode the texture in real-time. Decoding speed isin fact one of the most important cri-
teriawhen designing a texture compression scheme, as well as the possibility to access
pixels randomly. On the other hand, encoding speed is not that important (since this will
be done in advance in most cases), and avisual lossin quality is acceptable sinceit will be
barely noticeable after rendering anyway. Current texture compression methods, like
DXT, PVRTC or ETC reach typically a signal-to-noise ratio of between 28 to 30 dB for a
compression factor of 1:6. Thisislow compared to normal image compression standards,
but that is the price you have to pay for the much faster decoding. Many modern GPUs
have hardware support for the decoding of these standards, thus accelerating it much fur-
ther.

DXT was formerly known as S3TC or Savage3 Texture compression, and was the first tex-
ture compression standard ever. It is now mostly known as Direct X Texture compression
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(DXT). Dueto it being an in-house development by S3, it wasn’t presented in aformal
publication at the time.

Both DXT and PVRTC are using basically the same technique: the texture will be divided
in blocks with a size of 4x4, and each pixel in the block can have one of four different col-
ors. Thisisbasically atechnique known as vector quantization, and has, in fact, been used
for image compression since the 70s. In DXT, two of these colors are explicitly encoded
for each block, while the other two are computed by linear interpolation between the two
encoded colors. Note that the encoded colors can vary from block to block.
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FIGURE 17. Decoding of a block with DXT: 2 colors are given (Ieft), and two more are gener ated
by inter polating between them (second to left). Each pixel isrepresented by a number which shows
which color should be used (second to right), which together with the colorsleadsto the decoded
block (right). The original block is shown above for comparison.

Both of these encoded colors use only 16 bits each, thus the 3 color channels can't each
use the usual 8 bits. Instead, both the red and the blue channel are depicted by 5 bits each,
while 6 bits are reserved for the green channel. The extrabit for green is not uncommon in
16-bit color since the human eye is more sensitive to green than to red or blue. Since we
have four different colors which each pixel can have, each pixel needs 2 bits to select
which color should be used for it. This means that altogether each block needs 64 bits.
This corresponds to a compression factor of 1:6 and fits rather neatly with the requirement
of random access.

PVRTC (PowerVR Texture Compression) was proposed by Fenney [95]. It goes one step
further. Like DXT it encodes two different colorswith 16 bits each for each block (using 5
bits for each of the color channels), but it treats them as downscaled versions of the origi-
nal images. Before decoding, it takes the first colors of all blocks and upscal es the result-
ing image by afactor of 4, which meansto the original resolution of the texture. It doesthe
same for the second colors of all blocks. Each pixel can then have the color on its position
in either of the resulting two images, or one of two possible linear interpolations between
them. Note that thisis much more complex than DXT, and also reduces the random access
significantly (since we now have to load the colors of neighboring blocks as well to be
able to do the upscaling). Despite that, PVRTC does not reach a higher quality —it faresa
little bit better with textures that contain smooth color changes, and dlightly worse with
those having hard changes. But in practice these differences hardly matter, and in average
itsquality is not better or worse than DXT. And since it reaches the same compression fac-
tor it is questionable if the higher complexity isreally justified.
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FIGURE 18. Decoding with PVRTC: the colors of all blocks (left) are upscaled (second to left).
Together with the modulation map containing which of the colors should be used for each pixel
(second to right) the image can be decoded (right). mage from Fenney [95].

ETC (Ericsson Texture Compression, also known as Packman) was proposed by Strom et.
al. [96] It works alittle bit different. It encodes only one color for each block, using 4 bits
for each color channel. This color isthen altered by 4 different modifiers, which are the
same for each color channdl, i.e. they only change the luminance. Each pixel in the block
can then have one of the resulting four different colors. Altogether, there are 8 different
sets of these modifications. Despiteits limitations, ETC actually reaches a dlightly higher
quality than DXT or PVRTC, which is probably due to the fact that it is possible to do a
full-search during encoding, i.e. trying every possible combination, and that it uses a
smaller blocksize of only 2x4 pixels. Each block needs 32 bits, which means that it
reaches the same 1:6 compression ratio as DXT or PVRTC. Its decoding complexity is
dlightly higher than DXT, its random access however alittle better due to the smaller
blocksize.

color luminance final image

FIGURE 19. Decoding with ETC: each block isrepresented by a color (left), which ismodified by a
luminance factor (middle) to decode the image (right). Image from Strom et . al. [96]

Compressing textures with a pha components is more complicated. Both PVRTC and
DXT have modes that include transparency and which reach the same compression factor
as the normal RGB compression, however at the cost of alower quality of the RGB color
channels. DXT aso offers different modes in which additional alpha maps are used.
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It can be noted that the choice of texture compression isn’t aways a question of quality
and performance but also one of ownership and patents. DXT isowned by S3, PVRTC by
Imagination Technologies (producer of most embedded GPUs) and ETC by Ericsson.

3.8 Vulkan

A few years ago, AMD developed anew graphics API called Mantle, which was devel-
oped to get around some existing bottlenecks in the current graphics APIs. 2015, a succes-
sor was announced, called Vulkan, which was in development by the Khronos group, the
maintainers of the OpenGL standard. In spring 2016, Vulkan was released. So, what is
this? Isit the new OpenGL, areplacement for OpenGL?

At thistime (august 2016) it istoo early to say what impact Vulkan will have. Let us just
make some notes about why it exists, what it delivers and what it costs. Some of what |
writeisinspired by arecent thesis, which will be presented during the fall 2016. [107]

Thereason for Vulkanisto make it easier to take advantage of multi-core CPUs. CPUs are
getting more and more cores, and athough they are nowhere the parallelism of a GPU,
wouldn’t it be foolish to waste the power? The problem with the current APIs, like
OpenGL, isthat they don’t support multithreading on the CPU. OpenGL works with glo-
bal states, and even though OpenGL isless of astate machine than it used to be, the design
isstill largely based on states. The active texture, or VAO, or shader, these are al states,
and the state changes must be notorously synchronized in order to allow any parallel
threads. In practice, you want to issue all OpenGL commands from a single thread! The
result isthat in an OpenGL application, most coreswill idle alot.

Vulkan is designed to allow multithreading. Instead of sending sequential commands, like
you do to OpenGL, you store commands into command buffers, which are then passed to
a common command queue that Vulkan will handle. Thisis one central feature, but there
are many other differencesto OpenGL. In essence, Vulkan will give the programmer even
more freedom than modern OpenGL (which is much more openly programmable than
older OpenGL).

The benefits of Vulkan is, as far as we can see today, extremely application dependent and
will often be marginal. The reason is simply that it will only benefit significantly in an
application that needs to be multi-threaded on the CPU. If the GPU isthe bottleneck, there
will be no difference.

Unfortunately, the cost in programming effort is, at this time, considerable. It is clear that
Vulkan-using application will build significant ssmplifying layers on top of Vulkan, even
more than we need for OpenGL.

No, I will not present a concise example of Vulkan code, since it would eat a disturbing
number of pages without really being enlightning.

One more thing: Portability. A major strength of OpenGL isits portability, running on all
major operating systems and even on embedded systems. With its presence on the mobile
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market, it has a very strong position. One reason that Mantle became Vulkan must be the
portability, to make it available for all manufacturers to port as they see fit. However, at
this timeVulkan lacks some major supporters: Microsoft and Apple. Microsoft is updating
DirectX, and Apple (a member of the Khronos group!) has released their own solution,
Metal. However, there are third party solutions for these platforms so Vulkan can still be
big on all platforms,

SinceVulkan istill very new, my conclusions must be held modest. Vulkan does solve a
problem for certain applications, and its increased programmability may prove powerful.
Since it mainly allows more work to be put on CPUs, | would expect in to be the most
important on hardware with strong CPUs but weak GPUSs, but that is not much more than
a hunch. We can not say more than that now, but we will keep out eyes open on the
progress. The computer graphics subject is still changing!
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4. Shadows

Now isthe time to go deeper into a specific problem. An important problem which only
got a brief mention in “Polygons Feel No Pain” was the problem of making objects cast
shadows. It was no problem for ray-tracing and radiosity, but it is a harder problem in the
real-time polygon rendering situation.

Let me start with afew definitions;

The receiver is the surface on which the shadow is cast. The occluder is the shape that
casts the surface by occluding alight source. An attached shadow is the shadow the
occluder casts on its own back-side seen from the light source; the shadow that is gener-
ated by the Phong model. A cast shadow is any other shadow, where the occluder and
receiver are different surfaces. A special case is self-shadows, which are shadows cast and
received by different parts of the same shape.

Light source Occluder
O Q Cast shadow
| \ — O Receiver m
Q Attached shadow Self-shadow

FIGURE 20. Threedifferent kinds of shadows

In this chapter, | will describe the three most fundamental shadow algorithms: Planar
shadows, shadow volumes and shadow mapping, plus outline how soft shadows can be
generated.

Shadows are the most missing features in simple 3D animation. They are important for
several reasons.

» They improve realism since we expect them to be there.
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» They give information about the distance between objects.
» They also give information about the shape both the occluder (the object casting a
shadow) and the receiver (the surface onto which the shadow is cast).

So, why isthe important feature not automatic? Simply put, because it is harder to do than
all the fixed pipeline functionality. There are also many waysto do it, with different behav-
ior for each.

Itisafairly hard problem that has got good real-time solutions. Today, it is a necessity for
good real-time graphics! It seems like rather new technology, but the fact is that all these
methods build on results from the 1970s and 1980s.

You already know afew ways to create shadows:

» Ray-casting and ray-tracing

* Radiosity

» Light mapping based on either of these two

but none of these give usinteractive, real-time, dynamic shadows. For dynamic shadows,
there are three main categories:

» Planar shadows

e Shadow maps

» Shadow volumes

In the following sections, | will describe how all these three can be achieved.

4.1 Planar shadows

The simplest kind of shadows is shadows projected onto aflat surface. Thetrick isto
project the object onto the surface, and draw it there.

The object is projected onto a surface by creating a projection matrix, which is postmulti-
plicated on the modelview. Just like we can project a 3D shape onto the viewing plane, we
can project it onto any plane, and that what we do. After projecting it, the now flat object is
rendered without texture. It isrendered in asingle color, the desired color of the shadow
(usually some shade of gray). This shade should be blended by multiplication, just like a

light map.

In the figure below, atorusis projected onto a surface. The light source is shown asa
small, bright sphere. Note that the shadow is not black but blended onto the surface.
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066 planar shadows demo

FIGURE 21. Planar shadow example

There are several problems involved in this method:

* Project the object onto the surface

» Mask the shadow by the plane using the stencil buffer
» Multi-pass drawing on the same surface with blending

4.1.1 Projecting the object onto a surface

Let us start with the projection. We want to draw the object once in its normal form, and
once flattened onto the surface, using a projection depending on the light source.

The projection matrix can project along Z, like the ones from Volume 1.

x| [fo o o
wl _[0f 0o o

z, 00 ~Zp ZVIOZprp
h 00 -1 =z

|
P N < X

pre |

Note that this projection is the one without normalized coordinates, written to make the Z
value end up in the plane. That is exactly what we want in this case. But we can simplify it
abit. Sincef =z, - 2, we may make the assumption that z,, is zero (view plane goes
through origin). Then we get
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and end up with

Xp f0O0 0f|x
Yol = |Of 0 O|y
z| |00 0 0]|z
h| loo-1f1

for amatrix that projects from distance f onto a plane through origin. Bracket this projec-
tion by rotations and tranglation to make it project onto the desired plane.

Assume that we want to make a procedure that takes the light source position as a point |,
and that the plane that we want to project onto is given by a point p in the plane and the
normal vector n. Thisis astraight-forward application of the technique used mainly for
rotations in Volume 1.

The light source positionisl|.
Thefocal distanceisf = (I-p) e n.
The plane is given by the point p and the normal vector n. The constant d = -pen.
The light source projected onto the planeis
lp=1-n(nel +d)

The variables areillustrated in Figure 22.

(O | =light source

|, = light'seyrce projected
to plane along n

p = any point
in the plane

FIGURE 22. Building a projection for creating planar shadows
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Then the sequence of transformations are:
* Translate the light source’s projection on the plane to origin by T(-1p).

* Rotate the normal vector to be along the Z axis.
» Project with the matrix above.

* Rotate back.

» Translate back.

An implementation based on the VectorUtils3 library follows. It assumed an input of three
vectors, | (light source position), n (normal vector of plane) and p (point in plane).

float d = -DotProduct (p, n);

float ndotl plusd = DotProduct (n, |) + d;

vec3 I p = Vectorub(l, ScalarMilt(n, ndotlplusd)); // Ip=1 - n(ndot | +d)

mat4 toz = Axi sToZ(n);

mat 4 fronz = Transpose(toz);

float f = ndotlplusd; // Dstance light source to plane = focal distance

nmat 4 shadowPr oj ecti onMatri x = Q eat eShadowPr oj ectionMat ri x(f);

nat4 sm=MIt(T(Ip.x, Ip.y, Ip.z), Mlt(fronz, Milt(shadow oj ecti onMatrix, Milt(toz,
T(-Ip.x, -lIp.y, -1p.2)))));

Thus, the “good old” rotation-around-arbitrary-axis approach from Volume 1 found itself
another problem to solvel

4.1.2 Masking using the stencil buffer

Now, one more thing. You also need to use the stencil buffer, to limit drawing to the sur-
face that you are drawing the shadow on. If you don’t, then you will draw shadows outside
the surface. Thisis a pretty straight-forward application of the stencil buffer.

* FErasethe stencil buffer

» Draw the surface into the stencil buffer as well as standard drawing to the frame buffer
and Z buffer.

» Create the projection, to project from light source to the plane.
» Draw the shadow onto the surface, using the stencil buffer as mask.

This must be repeated for all surfaces that should support the shadow.
» Finally, draw the object normally.

This must be repeated for all surfaces that should support the shadow.

So the floor is the receiver of the shadow, so let’s start with making a floor:

G float ground[] = {
-25, 0,-25,
-25, 0, 25,
25, 0, 25,
25, 0,-25
H
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G.fl oat groundtex|]

={
-1,-1,
-1, 1,
1,
1,

-1
1
1

-1
{

Q.ui nt groundl ndi ces[]': 0, 1, 2, 0, 2, 3};

Thefloor is uploaded to aVAO the usual way.

So we draw the floor in frame buffer, Z buffer as well as stencil buffer, like this:

[/ ** Gound in stencil and image

gl Enabl e(@_STENG L_TEST) ;

gl Stenci | Func(G_ALWAYS, 1, OxFFFFFFFF);

gl Stenci | OQp( A_KEEP, (_._KEEP, (__REPLACE); // 1 if pass!

gl Bi ndText ure( G._TEXTURE 2D, texO0);

/1 Wl oad any shader variabl es here

Dr awModel (groundModel , texturedShaderid, "in_Position", NUL,
"in_Texcoord");

The first instructions specify that the value 1 should be written 1 in the stencil if the pixel
isdrawn. Then we draw the floor normally.

Then we draw the object with the projection transformation:

gl D sabl e(@_DEPTH TEST); // W need this. Wy?
gl Enabl e(@_STENA L_TEST); // Try disabling this!

/1 Dunb stencil, gets problens with conplex or multiple shapes
gl Stenci | Op( A._KEEP, G._KEEP, G._KEEP);

/1 Calculate the projected shadow

shadowrat ri x(f | oor Shadow, groundpl ane, |ightPosition);

Transpose(fl oor Shadow, ps); // By-colum natrix to by-row

/1 Draw our model as shadow

Poi nt 3D axis = {0, 1. 0f, 0};

rot = ArbRotate(axis, count * 0.1 * 20.0 * MPl / 180.0);

rot = Milt(ps, rot);

/1 NMake the shadow bl ack

gl Uni f or nBf v( gl Get Uni f ormLocat i on(shader, "diffuseColor"), 1,
&bl ack) ;

Draw Model (rot);

The call “shadowmatrix” refersto the calculations in chapter 4.1.1 above.

Note that the object is drawn without neither lighting or texture, but with transparency. In
the next step, we draw the same object normally, that is without the projection but with
texture and lighting.

The object must either be drawn with the GL_LEQUAL Z-buffer test, or with the Z-buffer
test turned off, so we don’t get it rejected by the Z-buffer test. In this case, the Z-buffer is
simply disabled.
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There is one problem with planar shadows that | have not mentioned yet. Above, | used a
single very simple shape, where every line from the light source through the object only
intersects the object once (two surfaces). When you use a more complicated shape or mul-
tiple shapes, you get multiple intersections, and thereby multiple coverage. Thiswill cause
artifacts as shown below.

planar shadows demo

FIGURE 23. Problemswith multiple blending of the shadow using complex shapes

This can be solved rather easily by taking even more advantage of the stencil buffer.
gl Stenci |l Func(G_EQUAL, 1, OxFFFFFFFF);
g Stencil Qp(@_KEEP, . KEEP, A INCR); // 1 if pass, else keep
This makes the shadow only draw once for each pixel.

To summarize, planar shadows are easy to do with a projection matrix and using the sten-
cil buffer for masking. On the negative side, they only support planar surfaces! Thisis
awkward and slow for multiple surfaces, demanding that the stencil buffer is erased and
redrawn for every surface!

Thus, they are too limited for advanced uses. We will now continue with shadow maps and
shadow volumes, who give significantly better results!

4.2 Shadow maps

Shadow mapsis afairly advanced and increasingly popular shadowing algorithm. Com-
pared to other methods, it some significant advantages; It demands practically no knowl-
edge about the scene, and it handles self-shadowing automatically.

The basic algorithm works in two passes:
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1) Render the scene from the light source. We only want the Z buffer from this rendering.
The resulting Z buffer is our “shadow map”, a 2D function showing the distance to the
light source.

2) Draw the scene normally, but use the Z buffer asinput data to decide what fragments
are shadowed. Thus, the Z buffer is used as a projected texture, but not directly for draw-
ing with!

The Z buffer becomes a texture with depth values. When it is projected over the scene,
every fragment calculation is provided with a Z value. And then there are two cases.

* |If thefragment (pixel) islit, then the distance implied by the Z buffer isequal to the dis-
tance to the light source.

 If the fragment is shadowed, then the value implied by the Z buffer is smaller than the
distance to the light source.

If we can test these conditions, then we know whether the pixel is shadowed! This can be
done using a fragment shader or by advanced texture arithmetics. Clearly, a shader is pref-
erable.

Light source

| Camera
_\ /_ Render Z-buffer here V
7|
Image plane Image plane
for the depth
image

Project Z-buffer texture.
can then be read for
every fragment.
Compare with distance!

FIGURE 24. Shadow maps, principle

Thefirst problem is how to render the depth image and then accessing it. You place the
camerain the proper place (in the light source) and render. Then you can copy the Z buffer
to atexture using

gl CopyTex| nage2D( A._TEXTURE 2D, 0, G._DEPTH COVPONENT, 0,0, width,
hei ght , 0);

Once that is done, the Z-buffer values are in the texture, which a shader can read. Thisis
the ssmplest way to get the Z-buffer. For higher performance but more complex code, you
should consider using aframebuffer object (FBO) (see chapter 3.5). It is possible to create
an FBO with Z-buffer only. See the code example below.
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The next problem is to project the texture onto the scene, which was discussed in
chapter 3.4.2. Below follows images from an implementation, and the code will follow.

000 Shadow Map "[08e6e Shadow Map

FIGURE 25. Example scene with and without shadows

We place the camerain the light source and render the scene, generating the shadow map
asthe Z buffer. Then we project the Z buffer over the scene as atexture.

Aee T "~ 0ee

na8 Shadow Map

FIGURE 26. Rendering from thelight source, image and Z buffer, and the Z buffer projected over
the scene

Then we project the shadow map as atexture. If the corresponding distance match the dis-
tance to the light source, the point islit.

The meaning of the projected image in the figure (rightmost image) may not be very obvi-
ous. Anyway, the dark areasin the middle and lower left of the image show areas where
the distance and Z buffer mismatch badly, and that is also areas that should be shadowed.
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4.2.1 Problemsin shadow mapping

The algorithm has some weaknesses that must be overcome. The first one you will notice
isthat it can get random artifacts near edges. The problemisthat it is hard to test for equal
distance using floating-point numbers. Small roundoff errors will cause small differences.
Thus, we must introduce some tolerance. If we havetoo little tolerance, amost everything
will be shadowed. If we, on the other hand, overdo the tolerance and have too much, it will
cause shadows to shrink. Thisisaminor problem and only a small offset will give good
results.

A second problem isthe resolution of the Z buffer. If the resolution is insufficient, you can
get visible edge artifacts.

A third, fairly magjor problem, isthat a shadow map only handles shadowsin alimited part
of the direction space. Thisis no problem when the camera faces along the light source,
and for spotlights, but for omnidirectional light sources we need a set of shadow maps.
The most popular solution is to use six shadow maps, a special kind of cube map.

4.2.2 Practice: A shader-based shadow mapping implementation

Below follows vital parts of the source-code to afairly minimal implementation of shadow
mapping, using shaders. The code is based on atutorial by Fabien Sanglard [71], but
rewritten, further optimized and generalized by myself.

Some parts of the program are skipped for space. You can find the original as well as my
complete code on the Internet. (You are not supposed to type in long examples like this.)

Also note that some parts of the program (e.g. setTextureMatrix) dealing with projecting
the texture are found in chapter 3.4.2.

As mentioned above, we need an FBO with depth buffer only. That can be created like the
example on page 26, but with some differences. The following code will create such an
FBO.

voi d gener at eShadowFBQ()
{

i nt shadowvapWdth = RENDER W DTH * SHADOWN MAP_RATI Q
i nt shadowMapHei ght = RENDER HEl GHT * SHADOWN MAP_RATI Q

A.enum FBGst at us;

[l Try to use a texture depth conponent
gl GenTextures(1, &depthTextureld);
gl Bi ndText ure( G._TEXTURE 2D, dept hTexturel d);

/1 G_LINEAR does not nake sense for depth texture.
gl TexParanet eri (A&_TEXTURE 2D, G@_TEXTURE M N FILTER G._NEAREST);
gl TexPar anet eri (GQ._TEXTURE 2D, G._TEXTURE MAG FI LTER G._NEAREST);

[/ Aanp to avoid artefacts on the edges of the shadowrap
gl TexParameterf( G._TEXTURE 2D, G TEXTURE WRAP S, (. CLAWP );
gl TexParaneterf ( G__TEXTURE 2D, G@_TEXTURE WRAP T, G__CLAWP );
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gl Texl mage2D( A._TEXTURE 2D, 0, G._DEPTH COVWPONENT, shadowvapW dt h,
shadowMVapHei ght, 0, G._DEPTH_ CI]VPO\ENT G._UNSI Q\ED BYTE, 0);
gl Bi ndText ure(GL TEXTURE 2D, 0):

[l create a franmebuffer object
gl GenFrarmebuf fers(1, &f bold);
gl Bi ndFr arrebuf f er (Q._FRAMEBUFFER, f bol d) ;

[/ Instruct Qpen@ that we won't bind a color texture to the FBO
gl DrawBuf f er (G._NONE) ;
gl ReadBuf f er (G._NONE) ;

[/ attach the texture to FBO depth attachnment point
gl Framebuf f er Text ur e2D( G- FRAMEBUFFER,
G._DEPTH _ATTACHVENT, G._TEXTURE 2D, dept hTextureld, 0);

/1 check FBO st at us
FBGst at us = gl CheckFr amebuf f er St at us( G- FRAMEBUFFER) ;
i f(FBGstatus ! = G._FRAMEBUFFER COMPLETE)
printf ("G _FRAMEBUFFER COWPLETE failed, CANNOT use FBOnN"):

[/ switch back to w ndow system provi ded franebuffer
gl Bi ndFr arebuf f er (G._FRAMEBUFFER, 0);

}

Here follows the scene rendering code, first changing the positions of light sources etc. as
desired, then rendering the scene from the light source, and finally rendering from the
camera, using the Z-buffer as texture.

voi d render Scene(voi d)

/1 Change |ight positions
updat ePosi tions();

/11. First step: Render fromthe light PO/ to a FBO depth val ues only

/! Bind the depth FBO
gl Bi ndFr arrebuf f er (G._FRAMEBUFFER, f bol d) ; / / Renderi ng of f screen

[/ing the fixed pipeline to render to the depthbuffer
gl UseProgran(0);

/1 In the case we render the shadowrap to a higher resolution, the
vi ewport nust be nodified accordingly.

gl Vi ewport (0, 0, RENDER W DTH * SHADOWN NVAP_RATI O RENDER_HEI GHT*
SHADOW MAP_RATI O ;

[/ Qdear previous frane val ues
gl dear( G._DEPTH BUFFER BI T);

[/ D sable color rendering, we only want to wite to the Z-Buffer
gl Col or Mask( A._FALSE, G__FALSE, (__FALSE, G__FALSE);

[/ Setup the projection and nodel view fromthe |ight source
setupMatrices(p_light[0], p_light[1], p_light[2], | _light[Q],
I _light[1], | _light[2]);

/1 Qll front, render only backface, to avoid self-shadow ng
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gl Qul | Face( @_FRONT);
drawChj ect s();

/1 Save nodel view projection natrice into the texture natrix
/1 and add the scal e and bi as transfornation
set TextureMatri x();

Here starts the second pass, render to frame buffer, use shader, from the camera.
/12. Render fromcanera with the Z-buffer FBO

}

gl Bi ndFr amebuf f er (@._FRAMEBUFFER 0) ;
gl Vi ewport (0, 0, RENDER W DTH, RENDER HEl GHT) ;

[/ Enabling color wite (previously disabled for z-buffer rendering)
gl Col or Mask(A_TRUE, A__TRUE, A__TRUE, G__TRUB);

/1 dear previous frame val ues
gl O ear (G._OOLCR BUFFER BIT | G._DEPTH BUFFER BI T);

/ /Ui ng the shadow shader

gl UsePr ogr an{ shadowshader | d) ;

gl Uni f or mi (shadowVapUni form TEX UNIT) ;

gl Uni fornti (texunit, TEX UNT);

gl ActiveTexture(@ _TEXTURED + TEX N T);

gl Bi ndText ure( G._TEXTURE 2D, dept hText urel d);

/1 Setup the projection and nodel view fromthe canera
setupMatrices(p_canj0],p_canl],p_cani?2],! _canO0],!_canl],| _canj?2]);

gl Qul | Face( A._BACK) ;
drawChj ect s();

gl ut SwapBuffers();

Thisisthe heart of the main program, granted that we have the projected texture support
described previously. Now we need a shader pair too. The vertex shader is the same as on
page 19, but the fragment shader is expanded as follows:

#ver si on 150

uni form sanpl er 2D texturelnit;
in vecd |ight Sour ceCoor d;

out vec4 out_Col or;

uni formfl oat shade;

voi d main()

/1 Performperspective division to get the actual texture position
vec4 shadowCoor di nat eWdi vi de = | i ght SourceCoord / | i ght Sour ceCoord. w;

/1 Ofset to elimnate shadow acne and sel f - shadow ng
[/ The optinmal value here will vary with different GPU s dependi ng on

their Z buffer resol ution.

shadowCoor di nat eWi vi de. z -= 0. 002;

/'l Look up the depth val ue

48

Shadows



float distanceFroniLight = texture(texturelnit, shadowCoordi nat eWi -
vide.st). x;
di stanceFronii ght = (di stanceFroniLight-0.5) * 2.0;

/1 Conpare
float shadow = 1.0; // 1.0 = no shadow

if (lightSourceCoord.w > 0.0)
i f (distanceFronii ght < shadowCoor di nat eWdi vi de. z) // shadow
shadow = 0. 5;
out _Col or = vec4(shadow * shade);

}

A few details should be pointed out, concerning the problems mentioned before:

Self-shadowing is a problem in shadow mapping. In theory, we should consider a surface
lit if the distance in the Z-buffer is exactly the distance to the light source, but that is
numerically unreasonable. So we can make the comparison with a slight tolerance. More-
over, thereisadistance error that comes from the discrete samling of the depth buffer. The
depth buffer samples do not exactly fit the image, and the misfit will cause an error. If we
do the shadow map test with no offset at all, thiswill cause a moire-like pattern known as
shadow acne.

There are three different kinds of areas to consider when handling this problem: Lit areas,
self-shadowed areas and the border between a lit and self-shadowed area. The code above
makes a few attempts to reduce the artifacts.

We can use culling to simplify the problem abit. By culling front faces, lit surfaces are
error free, and we only need to fine tune for self-shadowed areas.

The fine tuning for self-shadowed areas are in the fragment shader, the adjustment by
0.002 or 0.0005. Sadly, the valueis not atrivial thing. If it istoo small, the fix may not
work on GPUs with low Z-buffer precision, but if it islarge, you will get artifacts.

There is one more problem area left, the border between lit and self-shadowed areas.
There is no simple solution for a good result there.

There are many ways to vary the concept. The example code given hereis as straight-for-
ward as possible, intentionally avoiding special-purpose calls and strange fixes. Feel free
to try variations.

Finally, it should be noted that the artifacts mentioned are reduced by using more
advanced shadow mapping, such as soft shadows by filtering. (See chapter 4.4). Another
important method for improving the quality is cascaded shadow maps. Thisis an exten-
sion where multiple depth buffers are used at different distance. The basic principleisto
cut the viewing frustum in multiple sections, rendering different shadow mapsin different
sections.
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4.3 Shadow volumes

Thereis one more shadow algorithm that | want to cover, shadow volumes. Thisagorithm
is an excellent example of how powerful the stencil buffer is, when its full power is used.

With shadow volumes, you project the edges of the shadowing object to be the edges of
the shadowed volume. By using the stencil buffer, we can determine whether afragment is
inside or outside the volume.

Although this method is less popular than shadow mapping, it does have advantages. A
significant advantage is that it avoids the resolution problems of the shadow buffer. This
means that it is superior for generating hard shadows. It also supports omnidirectional
lights and self-shadowing. However, and as models become more detailed, the generation
of the shadow volume also becomes more cumbersome. Since it requires the shadow vol-
ume to be drawn over the scene, it also requires more extra passes per fragment.

The principle of shadow volumesisillustrated by the following figure.

The shadow volume sur-
\ | / faces are drawn into the
— f— stencil buffer. The num- —V
J/ | ber of times it is drawn
controls the shadow!
The edges of the

occluder are
projected to a
shadow “cone”.

Crosses the surface
twice - no shadow!

Crosses the surface
once - shadow!

FIGURE 27. Shadow volumes

The algorithm works as follows:
» Create polygons that form the edges of the shadow volume
 Initialize the stencil buffer to 1 if the cameraisinside the volume, otherwise 0.

» Draw all front sides of the volume in the stencil buffer, incrementing the stencil buffer
value.

» Draw all back sides of the volume in the stencil buffer, decrementing the stencil buffer
value.

» Draw the scene.
» Draw shadowsin al pixels where the stencil buffer > 0

50 Shadows



This algorithm is closely related to the non-zero winding number method, presented in
Volume 1 as a method for determining whether a point isinside a 2D polygon. Shadow
volumes is the same principle, applied to closed polyhedrain 3D. In both cases, we count
up for one direction and down in the other.

Odd-even rule, odd number Non-zero winding number

of edges is “inside” (wrong) rule, sum of “up edges
and “down-edgs” are zero
when outside (right)

FIGURE 28. The non-zero winding number for 2D polygons

Let uslook closer at how the stencil buffer is updated and how the decisions are made.

Light source
N v stencil=0 | -1for back

stencil=1

stencil=0

Camera +1 for front

FIGURE 29. Different casesfor rendering with shadow volumes

The stencil isinitialized to zero before the volume is drawn to it. For the lowest of the
three rays shown in the figure, the surface is not touched by the volume so it remains zero.
For the middle one, the front side has incremented it to 1. The upper one, however, has
both been incremented by the front side and then decremented by the back side, so the ray
is found to pass through the shadowed area and ends up at a point that islit.

As with most methods, there are variants. One such variant is shadow volume BSP trees,
which is amethod for dealing with many shadowing objectsin a scene.

To summarize, shadow volumes have the following pointsin their favor:
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* No resolution problems, high quality hard shadows.

¢ Low demands on the GPU, stencil buffer support is enough.
» Supports self-shadowing.

» Supports omnidirectional lights.

It also have some drawbacks:
» Calculation of the volume is complicated.

» Rendering requires multiple passes over the same areas.

Although the trend isin favor of shadow maps, the choiceis not always trivial.

4.4 Soft shadows

All the methods above will create shadows with sharp edges. Thisisfine for point light
sources, which in real life means small light sources on close distance, but realistic shad-
ows are otherwise soft, with edges that are gradients from shadow to lit.

A great number of methods for solving this problem exists, with varying cost and preci-
sion. | will briefly outline afew here.

But first, we must make afew more definitions. Above, | have implicitly assumed that the
light source isa point source. Real light sources are not infinitesimal, which is what makes
shadow edges soft. The umbra isthe fully shadowed area on areceiver, that is, apointin a
receiver isin the umbraif no part of the light source can be seen from it. The penumbrais
the soft edge, so a point isin the penumbraif some, but not all, of the light source can be
seen from it.

Light source

Occluder
Penumbra
Umbra

FIGURE 30. Umbra and penumbra

We also discern between the inner and outer penumbra. They are the parts of the shadow
that are inside and outside the hard shadow. Thus, the hard shadow must be defined, i.e. as
the shadow cast by a point light source in the center of the light source.
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4.4.1 Accumulation buffer shadows

The simplest methods use the accumulation buffer, or an accumulation buffer replacement
using a shader. Even this can be done in several ways. A costly but simple way isto move
the light source and render the scene for each light source position, accumulating the
results in the accumulation buffer. For best result, the weights should vary with the offset,
to form anicefilter kernel.

This primitive method is remarkably capable. Since it moves the light source, it can model
the shape and size to the light source to the precision we like, and the width of the penum-
brawill be larger with distance as it should.

The drawback is, obviously, that we must render a complete scene for each sample in the
filter kernel, so we pay the full cost for the supersampling even in areas untouched by the
penumbra (full light or full shadow). Other methods can optimize this to varying degrees.

A potential problem, that can be overcome, is that the accumulator buffer is not guaran-
teed to be supported in hardware on all GPUs. Aslong as the hardware supports FBOs and
shaders (shader model 2 is sufficient), thisis a minor problem since we can simulate the
accumulator buffer with FBOs and a simple shader.

This method is mentioned in [17] as amethod for smooth shadows using shadow volumes,
but it is totally independent of the underlying method.

A variant of thismethod [17] is to render not the entire image but images of the shadows
in the accumulator buffer, resulting in smooth shadow images that can then be rendered.

The only strong point with these methods from a computational point of view is that they
are easy to adjust to the available processing power. However, it isal to likely that the
number of frames that we can afford to accumulate is rather low, and then the quality is
poor. We need many accumulated images to make a good shadow.

4.4.2 Percentage Closer Filtering (convolution)

Percentage Closer Filtering (PCF) is a simple soft shadow method for use with shadow
maps. It is a supersampling method where several samples are taken for each fragment,
and the result forms afilter kernel. This can be done in the fragment shader, accessing dif-
ferent texels in the shadow map when processing a single fragment.

Thisis done with asingle “exposure” so only a single shadow map is used and asingle
light source position. The advantage is that the method is fairly fast and easy to imple-
ment, but the drawback is that the shadows are not very redlistic. The shadow edges are
blurred uniformly in all directions and will not vary with distance to the light source.

PCF can be optimized by detecting if the fragment isin the penumbra. Thisis done by tak-
ing the outermost samples of the filter kernel, 3 or 4 samples. If al samples are in shadow
or al arelit, then we may conclude that the fragment is not in the penumbra and we can

assign the result. Thiswill not optimize as much as it seems, since the SIMD architecture

Shadows 53



of the fragment processor will, blockwise, make all processors do the maximum process-
ing for the most costly fragment in the block. Also, thereisarisk for artifacts when using
large filter kernels and complex geometry.

4.4.3 Smoothies and Soft Shadow Volumes

Smoothies [32] and Soft Shadow Volumes [33] are two similar methods for soft shadows
on shadow volumes. Both methods cal cul ate an extension to the edge of the shadow vol-
ume. Smoothies are explicitly “fake” even according to itsinventors. It only produce the
outer penumbra, and has other artifacts as well.

Soft Shadow Volumes are more precise. They work with a separate visibility buffer, where
the sceneisrendered in afirst pass, including the extension to include the penumbra. In a
second pass, penumbra visibility is calculated, with values from 0 to 1 including both the
inner and outer penumbra. In afinal third pass, the visibility values are used for rendering
the appropriate shadow.

Both these methods are highly suitable for real-time rendering, alowing very respectable
frame rates.

4.4.4 Single Sample Soft Shadows

Single Sample Soft Shadows is an algorithm for soft shadows when using shadow map-
ping. By working with a single shadow map, real-time performance is achieved. Before
drawing the scene, the shadow map is processed, calculating distances between regions,
which is then used for approximating the penumbra. Although the result is not entirely
correct, it gives pretty convincing soft shadows, with penumbras that grow with distance.

45 Ambient occlusion

A dramatically different approach to approximating global illumination with soft shadows
isambient occlusion. Thiswasfirst presented by Zhukov et. al. [92] as a method with
lower computation demands than radiosity but better |ooks than the Phong model. In the
simple three-component light model/Phong model (see part 1) there was a constant ambi-
ent level. Ambient occlusion makes a closer approximation of the ambient level, variable
over the scene dependent on proximity to geometry, to occluding objects. See Figure 31
for an example.
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FIGURE 31. The Stanford Bunny with ambient occlusion, from a thesis by Joel Jansson [97].

Essentially, ambient occlusion works with the assumption that the ambient level dropsthe
more occluding objects there are nearby. This certainly isn’t physically correct but can
produce quite nice soft shadows, where concave corners will be darkened.

According to Zhukov et. al. [92], the amount of occlusion (obscurance) for apoint Pin a
scene can be computed as follows. We integrate over a hemisphere with the points x. See
Figure 32.

P

FIGURE 32. A hemisphere around a surface point P, aligned with the local normal vector. The
distanceto the closest surface from P through x is measured.

For each x, we find a distance along x-P to the closest surface. Then this distanceis
mapped with afunction p() (see Figure 33) which varies with distance up to alimit where
it flattens out and gives to contribution to the obscurance.

p(L)A

1

>
L max L

FIGURE 33. Obscurance falloff function p(L), adapted from [REF]
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Then the obscurance can be computed with the following formula:

w(P) = %Jp(L(P, X)) cosadx

What this tells usis that the obscuranceis O (obscured) for surfaces at zero distance from
P, while surfaces beyond L, result in an obscurance of 1, which means unobscured, no
effect on ambient light at all. The average obscurance for a point can then be used as ambi-
ent light level.

4.5.1 Object space ambient occlusion

Now the question is how we calculate thisin an efficient and practical way. Object space
ambient occlusion is the fundamental ambient occlusion algorithm. The principleis sim-
ple enough: Measure how much of the surrounding space that is filled with occluding
objects and base a shading on that. The most basic and intuitive algorithm isto use ray-
casting. For every point P, anumber of rays are cast and the distance to the closest surface
IS measured.

Like other object space methods, this method easily gets into complexity problems with
detailed geometry, but can be accelerated with octrees and similar methods. Also, it is pos-
sible to reduce the number of rays by applying a post-filtering step, to smooth the ambient
light level.

4.5.2 Screen space ambient occlusion

Screen space ambient occlusion, abbreviated SSAQ, is a popular method for getting a fast
approximation for ambient occlusion in linear time. It was first proposed by Shanmugam
et.a. [93] and got its name from Mittring [94].

SSAO isfirmly based on the Z buffer. Instead of making measurements in the world, mea-
surements are made in the Z buffer. Thus, arendering isfirst done, generating both a tex-
ture of the scene (without AO effects but with other lighting) plus aZ buffer. This can be
done with FBOs so that two different textures are produced that can then be input in a sec-
ond rendering stage.

In the second stage, the Z buffer is sampled to calculate obscurance. We consider the Z
buffer a height map for aterrain. Thisterrain is, however, only partial information. Any
surface that isn’t visible from the camera can not contribute to the obscurance.

Once you have an FBO that can provide the Z buffer as texture, most interesting things
happen in the shaders.

The vertex shader is straight forward, just adapts positions to texture coordinate range.

#ver si on 150
in vec3 in_Position;
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out vec?2 texCoord;
voi d mai n(voi d)

gl _Position = vecd(in_Position, 1.0);
texCoord = vec2(in_Position / 2.0 + vec3(0.5));
}

The next problem is to get the real depth from the depth texture. As was noted in Volume
1, the depth buffer should not store z values but rather a function of 1/z. How to do that
follows from the “normalized coordinates’ section in Volume 1. Moreover, the value we
get isin the range of texels, 0 to 1, so the scale and bias adjustment appears again.

float readDepth( in vec2 coord )

/1 These nunbers must natch the nain programs perspective projection
float zNear = 1.0;
float zFar = 100.0;

float z_ fromdepth texture = texture(textureO, coord).x;

float z sbh =2.0* z fromdepth texture - 1.0; // scale and bias from
texture to nornalized coords

float z world = 2.0 * zNear * zFar / (zFar + zNear - z_sb * (zFar -
zNear)); // Get back to real Z

return z_worl d;
}

The“near” and “far” values from the viewing frustum must be correct for thisto work.
You may want to pass them as uniforms.

Now we can read correct depths anywhere in theimage. The current fragment isthe center
of the operation, we will always need that.

float depth = readDepth( texCoord );

From there, we will want to make offsets of one pixel to access neighbors.

1.0 / screenWdt h;
1.0 / screenkeight;

float dx
float dy

Now that we know how to get the correct depth, we can outline the SSAO algorithm asfol-
lows:

for anumber of neighbor samplesin world coordinates do:

e project it back to screen space

* get the depth of the screen space coordinate

« find the difference between the sample and the current pixel

« then the AO contribution is diff/(1+diff?)
* Thisis added to the total obscurance.

Thisisillustrated in Figure 34.
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No occlusion

O Occlusion

FIGURE 34. Screen space ambient occlusion. Samplesin 3D space are tested against height given
by Z buffer

This method has some problems with incorrect self occlusion for sloping surfaces. This
can be corrected by taking the hemisphere model into account. In Figure 34 thisis
accounted for by all samples being located in the front of the normal in the center point.

In Figure 35, we see an example of ambient occlusion compared to SSAO by Shanmugam
et. al. [93]

FIGURE 35. Ambient occlusion (left) and screen-space ambient occlusion (right). From [93].

4.5.3 A simplified SSAO approach

I will here demonstrate an SSAO approach that | consider more intuitive and quite a bit
simpler, that will still generate something that looks somewhat like SSAO. My strategy is
not necessary the perfect one but it removes the problem of working with world space
samples, and also eliminates the problem with false occlusion from flat surfaces. It is
rather an approximation of the original algorithm. The ideaisto access two neighbors on
either side, and compare the average height with the center in order to measure obscur-
ance.

Essentially, we are looking for “valleys’ in the Z buffer. Moreover, very big changesin Z
should beignored. A big changeisusually not asign of occlusion, but rather one object in
front of another with open space between. Thus, we need afalloff or cutoff for bigger dis-
tance.
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IS

Convex Concave Deep concavity

FIGURE 36. Detecting occlusion from depth variations.

In Figure 36, two pixels on either side of the center (Ieft) are tested. If the average distance
islower than the center pixel, this signifies a convexity, that is no obscurance (second from
left). If the average is higher (second from right) thisis a concavity and therefore signifies
obscurance. Also, as mentioned above, if the differenceis large (far right) then the neig-
bors are likely to be at foreground objects and we should suppress such obscurance.

| solved this with a simple mapping function:
fl oat nyConpareDepths( in float d, in float dl, in float d2 )
{

const float a = 5.0; // Dfference that gives nax occl usi on

float dav = (d1+d2)/2.0;

float x = d - dav;

float dao = max( 1.0/a/a*x*(2.0*a - x), 0.0);
/1 negative = no occl usion!

return dao;
}

This defines a second degree polynomial function passing though zero at x = 0 and x = 2a,
with amaximum of 1 at a. Note that it only gives a contribution within a certain range.

All in al, anumber of samples are taken like this:

d1=r eadDept h( vec2(texCoord. x+dx, t exCoord. y+dy)); // D agona
d2=r eadDept h( vec2(texCoord. x-dx, texCoord. y-dy));
ao2 += ao2Mod* nyConpar eDept hs(depth, di, d2);

The ao2mod value is afalloff over increasing distance from the center, and ao2 is the
resulting occlusion.

Finally I must tune the result to a suitable level. For demonstration purposes, | choseto
overdo the effect, hoping for aresult that can be visible in print, but it is still more visible
on screen.
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FIGURE 37. Screen Space Ambient Occlusion example

In Figure 37, we see the original scene (left) with diffuse light, SSAO only (middle) and
the combined image (right). You should be able to see how the SSAO adds some shadows
at the bottom of the models, and also adds a bit to the curvature of the bunny. The normal-
based lighting tends to overshadow the SSAO, but | think the effect is still visible. Note
that the upper edge of the objects gives no SSAO contribution since it is out of range for
the mapping defined above, which isahighly desirable effect for arealistic SSAO.

Serioudly, | came up with this approach when | wanted to include SSAQO in the book,
wanted a demo but found none that was simple enough. This approach may be a hack (it
certainly needs some fine tuning to be “right”) but | found it kind of interesting. No matter
how you compute it, SSAQO is an approximation, and thisis one way to compute it.

4.5.4 Ambient self-occlusion and pre-computed ambient occlusion

For static scenes, ambient occlusion can be computed once and for al and re-used for any
changes in the view. Thiswas noted already by Zhukov et. al. [92].

A related, rarely discussed but not as rarely used ambient occlusion method iswhat |
choose to call ambient self-occlusion. With that, | refer to the simplified object-space
approach, where only the object itself is taken into account. Thiswill give none of the glo-
bal illumination qualities of full AO, but still give arespectable improvement.

For general objects, the occlusion can be calculated with the same ray-casting methods as
mentioned in section 4.5.1 at page 56. For arigid object, this can be pre-calculated once
and for all, applied by light mapping, e.g. by vertex, combined with other light.

For low-polygon models, self-occlusion can easily be approximated inreal time. A casein
point is MineCraft-style geometry. Vertices are uniformly spaced in agrid, making the
occlusion measurement a mere matter of counting neighbors. Even for arbitrarily shaped
low-poly objects, similar measurements can be made for an insignificant computational
Cost.

60 Shadows



455 Ambient Occlusion, conclusions

Ambient occlusion techniquesis an easy way to add a better approximation of global illu-
mination into your scenes. Combined with Phong shading and a shadow algorithm like
shadow mapping, your scenes can have very realistic lighting without having to overdo it.
Your first choice for ambient occlusion probably is some form of SSAQ.

4.6 Shadows, conclusion

Thisisabrief overview of the soft shadow algorithms that | find the most interesting or
significant. Other methods exist, like Layered Attenuation Maps and many others. See
[17] for more information.

Shadows are perfectly redlistic to include in modern games, to the extent that it is a neces-
sity for any 3D game with any ambitions. Planar shadows are easy to do, but only works
on flat surfaces. Shadow maps and shadow volumes work much better in general scenes,
and each have important strengths and weaknesses. Soft shadows always cost more, and
may reguire Compromises.
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5. Advanced shaders

Although we have already touched upon the subject of shaders, i.e. that shaders are typi-
cally used for the shadow mapping described in chapter 4.2, thisis the chapter devoted to
shaders. Again, the term “advanced” is something relative. | have no intention of going
into the most complex and advanced shaders, but rather to cover someimportant problems
that are typically solved with shaders.

5.1 Multi-passshaders

Simple shaders produce their output in one iteration, so geometry is rendered with some
interesting surface effect and that isit. More advanced shaders may need to use the output
from one iteration as input to another. Thisis solved by rendering to texture (see

chapter 3.5). The rules from that subject apply: glCopyTexSublmage2D works very well,
but framebuffer objects are faster.

Thisistypical for GPGPU applications (see chapter 6). Thus, a central operation in the
GPGPU program is to copy the entire (usually square) framebuffer to a texture either by

gl CopyTexSubl mage2D( G._TEXTURE 2D, O, O, O, O, O, n, mM;
or the appropriate FBO code.

A common situation of multi-pass shadersis that they take full images as input, textures
filling the entire framebuffer. In such passes, rendering is very ssmple from a graphics
point of view. It isasingle polygon over the entire frame buffer! Textures and frame buffer
often have the same size. So the geometry is often restricted to this:
Q.float quadVertices[] = {

-1.0f, -1.0f, 0.0f,

-1.0f, 1.0f, O.O0f,

1.0f, 1.0f, 0.0f,

1.0f, -1.0f, 0.0f};
QA float quadTex[] = {
0

GLui nt quadl ndi ces|]
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Even thisis more complicated than necessary. We can optimize thisto asingle triangle,
covering the entire viewport, and at the same time give the renderer a chance to avoid arti-
facts at the crack between the two triangles. The triangle will be located like in Figure 38.

\ (20)

FIGURE 38. A triangle covering the entire viewport

In code, we can define this as follows:
Qfloat triangle[] = {

-1.0f, -1.0f, O.O0f,

-1.0f, 3.0f, 0.0f,

3.0f, -1.0f, 0.0f};
QA float triangeTexCoord[] = {

0.0f, 0.O0f,

0.0f, 2.0f,

2.0f, 0.0f};

Quint trilndices[] = {0, 1, 2};

Performance-wise the difference is irrelevant, and there may be a crack in the resulting
quad depending on implementation. In both cases, what is actually drawn is a quad.

Naturally, we are not limited to rendering a single quad. We can play tricks when render-
ing too, but usually we simply want the entire input image mapped onto the output, and
then thisis the easiest way.

With FBOs, running several iterations of identical or similar operationsis known as ping-
ponging.
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Read from the other textures

—

:;—

) ) Input data: A number of
With framebuffer objects, the textures. Limited by the
output can be a texture! number of texturing units.

N

The feedback copy is replaced by
switching roles for the textures.

FIGURE 39. “ Ping-ponging”

“Ping-ponging” is aname for multipass processing where we read from one (or more) tex-
ture and write into another, and then swap the roles of the two for every pass. With FBOs,
this can be made very efficient, with no time wasted on copying data between buffers.

You select a source with
gl Bi ndText ure( G_TEXTURE 2D, tx1);

and the destination by

gl Bi ndFr arrebuf f er (G._FRAMEBUFFER, fb);
gl Frarebuf f er Text ur e2D( G-_ FRAMEBUFFER,
G_COLCR ATTACHVENTO, G_TEXTURE_2D, tx2, 0);
When necessary, select shader with
gl UsePr ogr an{ shader Pr ogr anthj ect) ;

Render, repeat until finished.

An example of multipass shader isto do convolution, that isto apply afilter defined by a
convolution kernel.

Convolution is aterm commonly used in signal processing. Convolution is an integral
between two functions (signals) that can be used to represent the impulse response of afil-
ter, and apply that filter on asignal. One of the two functionsis reversed and shifted:

(fOQ = [_f(0)Bt-0

The name “convolution” refersto the reversal of one function®. In adigital domain, the
convolution is replaced by a sum.

1. “faltning’, “faltung”
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(FOg)() = > f(v) to(t-1)

Image filters are nicely represented by two-dimensional digital convolution. A low-pass
filter can then be illustrated like this:

6 | 24| 36| 24| 6 1256

FIGURE 40. L ow-pass convolution kernel, low-pass (blur) filter
Note the division by 256, to keep the level of the image after filtering.

When applying the filter kernel, there are two approaches for doing it. In either case we
loop through all the pixelsin the image. Either we use a scatter algorithm, where the cen-
ter pixel ismultiplied with each of the kernel valued and added to the appropriate neighbor
(according to the kernel), or we use a gather algorithm, where we take each neighbor, mul-
tiply by the kernel value, and add to the center pixel.

Kk |# i

A
S8

LIRS

FIGURE 41. Scatter and gather algorithmsfor convolution

Gather corresponds to the usual formulation of convolution, as above, while scatter is
impulse summation, where each input datais an “impulse” into the function.

When implementing an algorithm on the CPU, we can go either way. On the GPU, how-
ever, it isclear that the input values are atexture, which allows random access, and the
output is one fragment at atime. Thus, on the GPU we should use a gather algorithm.

The kernel above is of course only one possible filter out of many, a medium-sized low-
pass filter. With other weights, including negative ones, it is possible to define many other
operations. For example, agradient filter can look like this:
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FIGURE 42. Gradient filtersin thex and y direction

This particular filter in Figure 40 on page 66 has a special strength: It is separable. That
means that it can be broken down to several smaller filters, that can be applied in sequence
to produce the same result. This can be very important since running several small convo-
lution kernels tends to be faster than the combined one.

6 | 24| 36| 24| 6 | = 1 1
4 | 16| 24| 16| 4 2 |02
114641 1 1

FIGURE 43. Separ ablefilter kernels

In the example above, we can see that while the kernel has 25 elements, the three sepa-
rated kernels only consists of 12 elements together. This will shorten the shader program,
reduce the number of texture accesses. It will al'so make the accesses more local, which
can be an advantage since it gives fewer cache misses in the shader.

For more information on convolution of image data, see the image processing literature.

An alternative to separable filters, when working with low-pass filters, is to downsample
the signal (texture). Then asimple 2x2 low-pass filter (separated into an 1x2 and a 2x1
kernel) can be used while doing repeated downsampling. By taking advantage of the built-
in linear filtering, thisis highly effective. Fahlén [18] reports that he downsampled down
to 1/8 by 1/8, while further downsampling showed artifacts.

5.2 Floating-point data types and floating-point buffers

The framebuffer aswell as textures are usually stored as 32 bits per pixel, with 8 bits each
for red, green, blue and alpha, RGBA. Now, mathematical calculations will not be very
precise with 8-bit integers. Thus, modern GPUs can work with floating-point numbers.

Thisisrumored to have been initiated by John Carmack (ID Software), probably for HDR
effects! HDR (high dynamic range) really only refersto the extended range of the floating-
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point data types compared to 8-bit integers, but the first application you think of usingitis
most likely blooming effects. See chapter 5.3.

A GPU can support floating-point numbers with 16, 24 and 32 bits. Double precision (64
bits) has been unavailable up to very recent GPUs. With the 280GTX there is very limited
64-bit support, but it was still unavailable for the graphics pipeline at the time. Only at the
pretty recent Fermi GPU, 64-bit support was given any priority, and there is a FP64 format
in OpenGL 4.0.

So, the available formats are

FP32: s23.8

FP24: s16.7

FP16: s10.5

with FP64 as an upcoming possibility.

For HDR, 16 and 24 bits should work nicely, but for more demanding uses, the 32-bit for-
mat is by far the most interesting one!

When |oading data to afloating-point buffer, we must specify other parameters than we
are used to. It can look something like this:

gl Texl mage2D( G._TEXTURE 2D, 0, G._RGBA32F, t exSi ze, t exS ze,
0,&_REBA (G _FLQOAT, data);

Note that the last parameter can be set to NULL if we wish to create an empty texture (for
writing into). Thisis not clearly specified by the “red book”.

5.3 High dynamic range

The floating-point buffersisamajor step forward for GPUs. By not being limited to 8 bits
integer values for each channel, but instead having 16 to 32 bits of floating-point, new
applications were possible. Some will be discussed later, in section chapter 6. In this sec-
tion, | will stick to the graphical effects known under the name high dynamic range.

The dynamic range is defined as the ratio between the largest and lowest measurable value
of asignal. In the standard 24/32-bit color representation, we have only 8 bits per channel
so the dynamic range is 256:1. In real world scenarios, the dynamic range can be as high
as 100000:1. When rendering with high dynamic range, the pixel intensity is no longer
clamped to the [0, 1] range. It will still have to be clamped before displaying, but we have
the possibility to adjust the result in intelligent ways between theinitial rendering and final

display.

So we take advantage of HDR through a post-processing step. There are two major ways
to do this: filtering and re-mapping the amplitudes (tone mapping).
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5.3.1 Blooming/glow effects

Blooming is mainly a sensoria effect where brightly lit sensorswill spread their higher
value to surrounding areas. Thistakes place both in machine sensors and in the eyes. Inthe
eyes, aswell asin some analog machine sensors, the spread to nearby areas is mostly uni-
form. In many machine sensors the spread tends to follow the geometry of the sensor, as
was the case with the sensor used for the Waco FLIR tapes[47]. For our purposes, glow is
a synonym to blooming.

Thereisanother, related effect, called flare. Thisismainly caused by scattering in the lens.
The flare consists of two effects, the lenticular halo and the ciliary corona. The ciliary
corona manifests as lines, radial rays, while the lenticular halo shows as colored rings.

In hisdiplomathesis, Erik Haggmark discusses possibilities to simulate these effects as
well as the theory [19]. Here, we will focus on the blooming effects.

For more widespread sources, James & O’ Rorke describe how blooming can be imple-
mented on the GPU. [50] Masaki Kawase describes blooming in areal project, including
other effects like glare and depth of field, as well as separable filters. [54]

Since we perceive blooming when there are bright spots in the scene we are viewing, we
use that information as an indication to how bright it is. Simulating blooming effectsis
thus away to transfer such information to the viewer, even without the possibility to actu-
ally light the bright area over the limited maximum of a computer screen.

Take the simple case where you cal culate brightness values with the Phong model. In
highlights, you can easily get values over 1.0, and the ssimplest way to handle that is to
truncate the value, limit it to 1.0.

The blooming simulation is a matter of using the areas with values over 1.0 in a better
way. Instead of discarding the information, we can use it to create blooming. A blooming
algorithm can work like this:

First, render the scene to an FBO (texture). Instead of truncating values above 1.0, these
are the values we want.

FIGURE 44. A teapot with a big highlight that overflows
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Subtract by 1.0 and truncate al values below 0.0. Thus, we have an image of the overflow!

FIGURE 45. The overflow only

Filter the resulting overflow by an averaging filter, like a Gauss kernel. Thiswill spread
out the blooming into surrounding areas. This filtering istypically applied as a separable
filter kernel, as discussed in chapter 5.1.

FIGURE 46. Overflow after (in this case pretty over-done) filtering

The small overflows drowned in thefiltering, but that is not surprising. Instead, the peak of
the highlight dominates.

Finally, render the scene normally, but with the overflow image overlaid, added to the
result.

FIGURE 47. Teapot with bloom added
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This effect is not only for highlights on shiny objects. A lit window in the dark can benefit
from blooming effects, as can many other bright parts of scenes with high dynamics. The
effect is dramatic and should be used to its advantage.

5.3.2 Tone mapping

High dynamic range can also be used for tone mapping. Thisis are-mapping of the
dynamic range to make desired parts fit in the screen range, possibly with non-linear dis-
tortions that emphasize certain parts. Thisis somewhat similar to gamma correction,
although the high range means that a part of the problem isto map in parts that would oth-
erwise be truncated.

For more details about tone mapping, see Fahlén. [18]

5.4 Bump mapping with extensions

InVolume 1, we had a brief look at bump mapping, where surface detail was simulated by
abump function, which derivative was used for modul ating the normal vector and thereby
the shade calculated from the lighting. Alas, what you find there is a mere introduction.

In this section, we will have a closer ook at bump mapping and its close relative normal
mapping, and then go further, to more advanced variants like parallax mapping, where the
perspective is corrected to give even more depth to the surface.

5.4.1 Basisvectorsfor texture coordinates; finding the tangent and bitangent

We need afew vectorsto form the coordinate system that we need, a coordinate system for
the texture space. Thefirst of these is the unmodified normal vector of the surface, n. We
can assume that the normal vector is provided by the host program as usual, and if not we
can simply use the cross product of two edges in the surface.

We need two more basis vectors, showing the direction in which the sand t texture coordi-
nates vary. These will be located in the surface, tangents to the surface. That makes them
the tangent vector and bitangent vector.

| will here refer to the tangent and bitangent as § and t (basis vectors for the texture coor-
dinates s and t). There are infinite numbers of tangent vectorsto a surface, so which ones
should we use? Obviously we should use the ones that correspond to the variation of the
texture coordinates!

In some situations, you can create $ and t in an extremely simple way, simply by taking
the cross product between the normal vector and anything, like this:
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Thisisclearly cheating, we don’t care at all about the variation of the texture coordinates.
The result may be horrible, but there are also cases where this works perfectly. A typical
case where it works is when the bump map is just noise, with no structures.

However, for the general case we want a better method. That will be our next step.

5.4.2 Calculating the tangent and bitangent by matrix inverse

A much better method is to calculate the tangent and bitangent by some rather straight for-
ward calculus, known as Lengyel’s Method [99]. Let us consider asingle triangle and the
coordinate systems around it:

<>
I

x>

FIGURE 48. A triangle with texture coordinates and the texture coordinate basis vectors

Now we can express the edges ab and ac like this:
ab = b-a = (5,—-5,)8+ (t, -t )t = ds;8+dt,t
ac = c—a = (S,—S,)8+ (t.—t )t = ds,5+dt,t

In Figure 49, we see how this works for the edge ab.

72 Advanced shaders



FIGURE 49. The edge ab expressed as componentsalong sand t

We will now split the vectors to their components. Then the expressions above become as
follows:

ab, Sy t,
aby| = |s,|ds; + [t [dty
3by) [ 2
ac, sy
ac,| = |s,|ds;* [t/ dt;
ac, S, t,

We can rewrite this as a single expression in matrix form:

ab, ac,| = t
y %y T 1S Yy dt, dt,

ab, ac, s, t, !
ab, ac, s, t,

Now the solution should be rather obvious. We are looking for the st matrix, and we can
isolate that by multiplying both sides by the inverse of the 2x2 matrix!
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ab, ac -1 t -1
X ds, dsy| > tx ds, ds,| |ds, ds,
Yo dty dt, ¥y dt, dt,||dt, dt,

4 SZ V4

s, t ab, ac -1 |ab, ac
th ~ bX Xlds, ds,| bX X dt, —ds, 1
= |ab, ac = |ab, ac
Sy by v g, dt, YO | _gt, ds, |ds;dt,—dtyds,
s, t, ab, ac, ab, ac,

In C code, thiswill become (taken from my working demo):

float dsl = sb - sa;
float ds2 = sc - sa;
float dtl =tb - ta;
float dt2 =tc - ta;
vec3 s, t;

float r = 1/(dsl * dt2 - dtl * ds2);
s = Scal arMul t (Vect or Sub(Scal arMil t (ab, dt2), ScalarMilt(ac, dt1)), r);
t Scal ar Mul t (Vect or Sub( Scal ar Mil t (ac, dsl), ScalarMilt(ab, ds2)), r);

or with C++ operator overloading:

float dsl = sb - sa;

float ds2 = sc - sa;

float dtl1 =tb - ta;

float dt2 =tc - ta;

vec3 s, t;

float r = 1/(dsl * dt2 - dtl * ds2);
s =(ab * dt2 - ac * dtl) * r;

t =(ac * dsl - ab * ds2) * r;

Thisgivesusthe 8 and t vectors for one particular triangle. What we should do now isto
calculate them for each vertex instead. Thisis most conveniently done by finding all poly-

gons where the vertex is amember, and take the $ and t for each of these polygons, sum

together and normalize. Thenthe 3 and t coordinate system will vary smoothly over the
surface.

| find this solution quite elegant, and it does produce good results. That is, with some care
in the implementation. You must check for special cases, in particular “bad” triangles
where the texture coordinates don’t vary at al (making the determinant one over zero) or
where an edge has zero length.
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5.4.3 Approximative method for calculating the tangent and bitangent

| would like to present one more way to calculate S and t. This method is not as exact as
the previous one (at least | don’t have any proof for its precision) but the results are quite
good.

The approach isto let each edge of atriangle contribute to the vectors, based on the direc-
tion of the edge and the variation of the s and t coordinates along the edge. Let us only
consider S. For an edgeato b, ab, there will be the s coordinates s, and s,. Then that edge
will add a contribution sy, as follows:

ab |ab| a

How can thiswork? Because all vertices will add to S, while their t components will can-
cel each other out (approximately). See Figure 50.

FIGURE 50. Each edge gives a contribution to an estimate of the sbasis vector.

What Figure 50 tries to tell you is that, given the S in the figure (which is what we want)
the svariation is large along bc, and therefore it will give alarge contribution. If the s dif-
ference is negative, the edge will contribute in its negative direction, which is the case for
both ab and ac. We can see significant contributionsin the t direction, but they will go
both ways and cancel out.

In my opinion, this method is more intuitive and may help you understand how thisworks.
However, | would prefer the matrix inverse method since it gives an exact result.
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In Figure 51 (right), you can see the Utah teapot rendered with the bump map (left image)
using the method above to calculate basis vectors.

Note that S och t are assumed to be calculated in model coordinates. Thus, they must be
transformed to view coordinates, again using gl_NormalMatrix. | will here denote the
transformed, view coordinate vectors as pg and p.

ps = gl_NormalMatrix * $

p; = gl_NormalMatrix * t

5.4.4 Conversion between coordinate systems

There are no less than three coordinate systems that we must keep track of in bump map-
ping. Geometry is specified in model coordinates. We transform that to view coordinates
to put it in the same space as light directions and viewing directions. But we also have tex-
ture coordinates and tangent coordinates (which we may here assume are the same thing).

Texture coordinatesis a 3-dimensional space defined by pg, p; and n. We will find that
there are cases where we will prefer to work directly in texture coordinates.

The transformation from model coordinates to view coordinates are, as mentioned above,
doneusing gi_NormalMatrix. The transformation from view coordinates to texture coordi-
nates are slightly less obvious. It is done using a rotation matrix built from pg, p; and n:

Ps Psx psy Psz
Mvt = Pt = | Pix pty Ptz

n n, n, n,

The matrix istrivially extended to 4x4 as needed.

Now, afew comments about the terminology. pgis usually (correctly) called the tangent

vector and is called t in many text, despite the obvious confusion with the t coordinate,
which isalong p;. p; is often called the binormal (with the symbol b), which is clearly

incorrect sinceit israther the bitangent. The term binormal is most likely from atext about
local coordinate systems along 1-dimensional functions, where the term is perfectly
appropriate. For a surface, however, we should say bitangent. | choose to avoid the sym-
bolst and b, using the symbols pg and p; instead (originally from [65] although with the

names p,, och p,).

The texture coordinates, texture space, is also called tangent space. We may discern
between the concepts tangent space and texture space, by letting tangent space be an
orthonormal base while texture space has the tangent and bitangent strictly aligned with
the texture directions. | choose not to consider the difference further, and rather consider
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the orthonormal base to be an approximation of the strict texture space. See further
Dietrich in [38]. The difference isin the direction of p.

Finally, a few words about the meaning and names of the textures involved. By the term
bump map, | refer to an image that holds height values. It could just as well be called
height map, but sinceit isused for lighting and not geometry, | think it isreasonable to use
different terms. A normal map is a pregenerated texture with normal vectors see below). It
is sometimes called bump map, so we have some possible sources of confusion.

5.4.5 Modifying the normal vector

When we are working in view coordinates with the vectors pg, p;, N, we can calculate the
modified normal vector as

bs = db/ds
by = db/dt
n' =n+ bgps+ bypy

Thisisthe formulathat was introduced in Volume 1. However, we can also consider a
dlightly modified definition:

n' =n - bgps- bypy

Thisisidentical except for the signs. Thisis a pure question of definitions, namely
whether the bump map height represents bumpsthat are out from the surface or into it. The
first oneisinto the surface, which is arguably better sinceit will cause lessvisible artifacts
than one that extends from the surface. The latter, however, is somewhat more intuitive.

This definition requires that pg, p;, N are orthogonal. If they are not, or not close enough to
get away with it, the formula should rather be

n'=n+bg(p; X N) + bp(n x py)
After the modification, n' also needs to be normalized.

The calculation of bg and by are done with a simple subtraction between two neighbor tex-
elsin the bump map:

bs=b[s+1, 1] - bs, {]
b, = bs, t+1] - b[s, {]

This concludes bump mapping in view coordinates. But it is also possible to do this cal cu-
lation in texture coordinates! Before normalization, the modified normal then becomes
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Thisis so simple that the more complicated formulas for view coordinates seem pretty
unnecessary. However, we still need to transform light and viewing direction from view
coordinates to texture coordinates. This makes the simplification a bit less exciting, but it
will gain importance when using normal mapping, which is our next subject.

FIGURE 51. A bump map, a combined bump/normal map (most likely hard to understand if
printed in black& white) and the Utah Teapot rendered using thisbump map and using thetexture
coor dinate basis vectors derived from chapter 5.4.3.

5.4.6 Normal mapping

Normal mapping is asimple precalculation of bump mapping. In practical implementa-
tions, thisis the dominating method today, Thus, we should not skip it as atriviality, but
instead look at its details.

The whole point with normal mapping is that we precal culate the normal vector, in texture
coordinates. Above, we found that it can be calculated as
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(or, again depending on definition, without the negations). Thisis calculated straight from
the bump map image data, as

-bs=b[s, ] - b[s+1, {]
-by = b[s, t] - b[s, t+1]
1

It is then normalized, which means that each component is within theinterval [-1..1]. It
should then be placed into atexture. To store it in atexture, we need to scale and bias the
data, since textures can only hold the interval [0..1]:

R=(x+1)2  G=(y+1))2  B=(z+1)/2

After this transformation, we store the data in the red, green and blue channels of an
image. This procedure creates a normal map from a bump map as shown in the figure
below (images from an example found on the web).

FIGURE 52. A bump map commonly used in demos (left), and its normal map (right).

In Figure 51 (middle), you can see a normal map combined with the bump map. That
makes the result somewhat hard to watch but the combined data can be useful.

When rendering, the normal vectors are recovered by
X=2R-1 y=2G-1 z=2B-1
which gives us the normal vector in texture coordinates as n' = (x, v, z).

The light direction is transformed to texture coordinates
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and likewise for the viewing direction. Thereby, we have normal vector, light direction and
viewing direction all in the same coordinate system, which is sufficient to make lighting
calculation as desired.

Thus, normal mapping requires some extra calculations, but also save on two important
points; We save the normalization of the modified normal vector, and we reduce the tex-
ture accesses by 50%.

5.4.7 Extensionsto bump mapping

The drawback of bump mapping and normal mapping is that the bumps only change the
normal vector and thereby the shade, but not the positions.

There are anumber of algorithms that improve this situation, to make a displacement of
the texture with respect to the height and perspective. They include

» Parallax mapping

* Relief mapping

» By-pixel displacement mapping

» By-vertex displacement mapping

Out of these, parallax mapping and by-pixel displacement mapping seems like good
choices for real-time use. The following presentation will be illustrated by screen shots
from a course project by Jonas Lindmark [43], who implemented all methods in avery

nice demo. To begin with, he demonstrated the flatness of plain texture mapping and
bump/normal mapping as in the following screen shots.

FIGURE 53. Plain texture and bump/nor mal mapping from Lindmark’s demo. [43]

Whether bump mapping really is that bad can be argued, but the flatness is quite notice-
able in amoving scene.

80 Advanced shaders



5.4.8 Parallax mapping

Parallax mapping is a crude approximation of the offset needed for a proper displacement
of the texture, invented by Kaneko et. al. [42]. It reads the height of the bump map at the
default location, and then calculates an offset from that value, thus making a single step

over the surface.
Polygon surface p’ /

Bump map height>" q Q'

FIGURE 54. Par allax mapping.

The point p iswhere the view vector hits the polygon surface. Thisis known from the
geometry. The bump map height shows the height that the surface should appear to have.
Thus, we want to use information (texture and normal vector) from the point g, where the
view vector intersects the bump map height.

In parallax mapping, the bump function is assumed to vary slowly. Then, we can make a
simple step ahead from p using the view vector, which bringsusto q’, our approximation
of g. What we do in practice isto move from p to p’, just calculating the step length. (See
below for the exact calculation.)

For aslowly varying bump map, thiswill work very well. However, the approximation
gets worse the more the bump map varies. The following figure shows three cases with
significant errors, making over- and underestimations, and worst of all (right) passing
through a bump in the bump map.

FIGURE 55. Parallax mapping problems. Left: A case where the approximation over shootsthe
target. Middle: A case whereit undershoots. Right: A case whereit passesthrough a bump.

Implementing parallax mapping is a matter of, again, keeping track of the coordinate sys-
tems properly. We can get the view direction in viewing coordinates as the vertex position.
Using avarying variable, we interpolate it by fragment. We call the interpolated version
vy, that is, the viewing direction in view coordinates.
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The viewing direction is then transformed to texture coordinates using the M,; matrix.
V=My-Vy

This vector is split into the xy-components (really st) in the surface, vy, and its z-compo-
nent (along n) which is denoted v,

If we started in the original texture coordinatestg = (s, t), we can now calculate amodified
position as

th=toz B(S 1) - Vi / Vy

We use addition or subtraction depending on whether the bump map is defined out from or
into the surface.

The closer to the surface we are, the bigger the offset will be, and since the method is such
acrude approximation, the errors will be much worse in steep angles. This problem can be
reduced by offset limiting, which simply removes the denominator:

th =tox b(i, j) - vyy

Thiswill make the bump map seem “flatter” in steep angles, the perspective effect will not
increase as expected. This seems like a bad thing at first glance, but since thisis the prob-
lem where the errors are the most disturbing, we reduce a problem at the cost of lost depth.

In practice, we will want to combine the parallax mapping with normal mapping, so we
can reduce texture lookups just like in the “flat” normal mapping. The obvious solution is
to provide the bump map separately, but the customary solution is to include the bump
map height as part of the normal map. In the normal map, R, G and B are used for the nor-
mal vector, but the alpha channel is unused. Thus, it is stored as the a pha channel of the
normal map. Thisrequiresthat the normal map is stored in aformat that supports an alpha
channel. One such format is the Targa (TGA) format.

FIGURE 56. Parallax mapping, the simplest method for improving bump mapping.
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Again, the method assumes that the bump map varies so slowly that the height value will
be close enough to the value at the actual intersection. It should only be used with low fre-
guency bump maps. Still, as can be seen in the screen shot above, the result isfairly con-
vincing and errors are not very disturbing. In particular, the errors are smooth. We do not
get any grainy artifacts but an overall erroneous displacement.

The problems are worst in steep angles, where the big offsets will cause big errors since
the demand of a slowly varying bump map becomes even higher. Even alow frequency
bump map will cause significant errors and small bumps can cause occlusions. In the fig-
ure below, the errors are quite noticeable, but have been reduced by offset limiting.

FIGURE 57. Parallax mapping wor ks poorly in steep angles.

5.4.9 Relief mapping

A more exact but slower method is relief mapping, described by Policarpo [40]. The
method performs a search along aline, taking a number of steps from the starting point
until aheight isfound that is larger than what the ray hits, thus hitting the ground at or
before that point. From there, a binary search followsto find the point of intersection
between the two last tested points.
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FIGURE 58. Relief mapping works from the inter section and samples until the inter section is
found.

Aslong as the step length is small enough not to miss any fine details, this method will
perform well, but the smaller details the bump map has, the smaller the steps must be or
we will shoot through narrow protrusions.

Advanced shaders 83



Polygon surface

/V

---To

Bump map height q’
FIGURE 59. Problem case for relief mapping: A narrow protrusion is missed by the sampling.

Essentially, the step size needs to be adjusted depending on significant higher frequencies
in the bump map. Being able to do that is a big improvement from parallax mapping, but
balancing errors with performanceisnot trivial. All in all, I would consider this method an
intermediate development step between the previous and next methods, and not really
something | would use in practice. However, Policarpo has more recently presented refine-
ments where the steps are replaced by cone step mapping. [41]

Here follows a screen shot from Lindmark’s demo, where some errors are visible, caused
by randomly missing and hitting certain details. Lindmark does, however, use asimilar but
somewhat simpler algorithm than Policarpo’s, “Parallax occlusion mapping”. The errors
are similar to those of Zink [44] so it seems they use the same algorithm.

FIGURE 60. Parallax occlusion mapping (ssmplified Relief mapping).

The errors are even more apparent in the following screen shot:

FIGURE 61. Theerrorsin Parallax occlusion mapping, magnified
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5.4.10 Per-pixel displacement mapping

Donnelly [39] suggested a method that overcomes the problems of both these methods,
Per-pixel displacement mapping with distance functions. The fixed step length in relief
mapping is replaced by a step length that is determined from a distance function over the
surface. The distance function isadiscrete array of distance values, usually referredto asa
distance map or distance transform. Such a distance map can be an array of scalars or an
array of vectors, and the distances can be Euclidean or approximations thereof. [45][46]
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FIGURE 62. Per-pixel displacement mapping usesthe distance map to take stepswith the distance
to the closest surface (circles).

Donnelly uses a 3-dimensional distance map, stored as a 3D texture. The resulting algo-
rithm is pretty straight-forward. The drawback is that the distance map takes much
VRAM, and it aso needsto be precal culated by the CPU since the distance transformation
used is sequential. This problem is alleviated somewhat by making the height dimension
limited; we do not need high resolution in height, only enough to find more efficient step
lengths.

With older GPUs such asthe FX and 6000 series, the number of iterations run was needed
to be fixed, which limited the usability somewhat.

FIGURE 63. Per-pixel displacement mapping. (Theerrorsto theleft are from therelief mapping
part.)

Finally, afew words about per-vertex displacement mapping. Thiskind of methodsisthe
oldest kind of displacement mapping, and not really related to bump mapping. They were
used as early as 1984 [49] for non-real-time purposes. In per-vertex displacement map-
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ping, vertices are displaced by some displacement function. Just like in other off-line
methods, like radiosity, the geometry was subdivided into more vertices and polygons, so
a complex function (bump map) describing the surface would result in very complex
geometry, which is exactly what bump mapping and its successors are used to avoid. | pre-
fer to strictly discern between methods that avoid adding geometry, and those who do.

5.5 Recursivetemporal filtering

L et us go back to filtering, with a simple but useful case. We have discusses filtering
within animage, spatial filtering, but let us not forget temporal filtering, filtering along the
time axis, that is between successive images.

Temporal filters need to be causal, that is, they only extend backwardsin time, not into the
future. They come in two major variants, either weighting together a limited number of
images, which needs to work with many framesin the same iteration, or recursive. The
recursive temporal filter isthe easiest one to implement since it only needs a single buffer

of old data. See Figure 64.
1-k C
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FIGURE 64. Temporal filters, using a stack of past images (left) or recursive (right)

I will only discuss the recursive variant in more detail. It can be implemented either using
FBOs or copying to texture. In this case, we don’t win much by the FBO, since the same
data must reach the screen anyway, so | chose texture copying for this example.

The implementation works like this:

* Render the scene as usual, using a shader that uses the RTF buffer as texture input. Note,
however, that the scene must render geometry in all pixels (e.g. using a skybox), not leav-
ing parts as background.

* Copy the result to the RTF buffer

On the CPU, thisis simple enough.

gl ActiveTexture( G__TEXTUREL );
gl Bi ndTexture( G__TEXTURE 2D, rtftex);

Render scene. Make the RTF buffer active again so we can copy to it.
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gl Bi ndTexture( Q__TEXTURE 2D, rtftex);
gl CopyTexSubl mage2D( Q._TEXTURE 2D, 0, 0, 0, 0, 0, 512, 512);

The vertex shader needs to access the RTF buffer on the same locations as we are drawing

to. Thisis easily done once we have projected the fragment to screen coordinates:
out vec2 screenCoord,;

screenCoord = vec2(gl _Position) / gl _Position.w/ 2.0 + vec2(0.5);

Finally, the fragment shader should blend its result with the RTF buffer.

out Color = texture(tex, texCoord) * (1.0-k) + texture(rtftex, screen-
Coord) * k;

This last stage can also be performed by the frame buffer blending, but then we need to
blend using only a quad, so we don’t blend multiple times.

What happens is that we first multiply the current contents of the RTF buffer by k (say
0.95), fading it out a bit. The new imageis blended in by (1-k) (say 0.05). Finally, we read
out the contents to the frame buffer to be the next iteration of the RTF buffer.

M OO  accumulated teapot

FIGURE 65. A rotating, textured teapot with motion blur using recursive temporal filtering

Doesn't this sound pretty hilarious to render aframe and only blend it in by 5%? Thisis
purely afactor of frame rate and appearance. When running in 60 fps, the movement speed
used gives a pleasant motion blur. With other speeds and frame rates you can vary the fad-
ing parameters from anywhere between 0.5 and 1.

This particular effect isuseful for “whoosh” effects, game transitions like speed boosts.

5.6 Processing particle systems by multi-pass shaders

As mentioned in Volume 1, particle systems are highly useful for many effects, including
rain, snow, explosions etc. In Volume 1 it was noted that large particle systems are best
made using billboards. We stand by that claim here, but let us take it afew steps further.
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Simple, small particle systems are easily modelled as an array of instances of some model
(i.e. billboard), controlled by the CPU. However, when making alarge system, we want to
do the updates on the GPU as far as possible. We can do that by using textures and multi-
pass shaders (FBOs), as described by Latta[103].

We will now propose the following model:

For a particle system, each particle will need some data. A bare minimum should be
* position (vec3)
« velocity (vec3)

Instead of storing thisin some array, we propose to store that in textures. These textures
should be floating-point buffers, just like we used for high dynamic range, otherwise the
precision will be insufficient. Since every texel may hold four values, we can store posi-
tion and velocity as RGB in two texels and still have two scalars left for other data. If this
is not enough for your needs, add more textures for additiona data.

L et us decide to store these in two separate textures, positionTex1 and velocity Tex1. (They
could also be in the same texture, alternating positions and vel ocity. Nothing stops you
from doing that but your shaders will be unnecessarily complex.) We also need a second
copy of each, positionTex2 and velocity Tex2, so we can perform ping-ponging between
them.

Our particle system algorithm will now be as follows:

1) Render positionTex1 to positionTex2, using velocity Tex1 as additional input, using a
shader that reads position and velocity from the input textures to create new positionsin
the output. Thiswill be avery simple shader, essentially adding the velocity times atime
step to the position.

2) Render velocity Tex1 to velocityTex2 using another shader that somehow decides how
the velocity should be updated. It may need to take the position texture as input. In the
simplest case, this may just add gravity. In more elaborate cases you may want informa-
tion about the surrounding geometry or handling collisions between neighbor particles,
which will lead to much more challenging situations.

3) Use the position textures to draw the particle system!
On every other turn, switch the“1” and the “2” above!

This processisillustraded by Figure 66.
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FIGURE 66. Updating particle systems by rendering to textures

One notable case with dependent particlesis cloth simulation. For such a simulation, we
may choose to let each particle only be affected by its closest neighbors, typically mod-
elled as springs (section 12.3 at page 192).

Finally, the particle system is rendered using the position texture as input. This must be
read by the vertex shader, which provides the position of the particle. In the case of sepa-
rate particles, drawn as billboards, | would strongly suggest the use of instancing (see Vol-
ume 1), so you draw the entire particle system with one single call and then look up
positions using the instance number.

An important aspect of particle systemsistransparency. You will usually want to use trans-
parency when using billboards. As described in Volume 1, this requires sorting to avoid
conflicts with the Z buffer (depth buffer). Under some circumstances, you can set the Z
buffer to read only, and then draw all particles on top of each other in any order. Thiswill,
however, depend on how the billboards are designed. For very simple looking billboardsit
may work, but in other cases you really want to sort your particles by distance.

A complete sorting isa costly process. It would be possible to sort on the CPU by transfer-
ring the data back and forth, but that would give very bad performance. We absolutely
need to perform the sorting on the GPU!

QuickSort is data dependent and not feasible using shaders in the rendering process. You
can use it using compute shaders’CUDA/OpenCL (see chapter 6) but even then it is com-
plex and you need to interface between the systems. A more popular sorting algorithm on
GPUsisBitonic Merge Sort. However, do not forget what the problem is! What we haveis
datathat has not changed much since the previous frame. That meansthat it is already par-
tially sorted! That means that much ssimpler sorting algorithms can be used with much
higher performance. | would suggest the following, which is essentially a parallel version
of Bubble Sort:

Render the data (positions and velocities) to new textures. When rendering, each output
will select between two possible inputs, the textels own position and one neighbor.
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Depending on whether the position is*odd” or “even”, the one with higher or lower dia-
tance to the camerais chosen. Thisis done with different steps so that data can travel mul-
tiple steps over time.

This process may be repeated a couple of times per frame. However, we do not try to do a
complete sort every frame! The datawill be sorted within afew frames, so we can safely
do an incomplete sorting with very little visible artifacts.

It is notable that the most vital areafor sorting are near the camera, so you may optimize
the process by doing a more ambitious sorting (more iterations) in that area only.

T O

U

FIGURE 67. Local sorting on the GPU, swapping neighbor s pairwise

Thus, in short, you manage your large particle system by
 storing particle data in floating-point textures

* binding the textures to FBOs

 updating by rendering, using ping-poinging

« sorting

* drawing using instancing

Beyond this, we have afew outstanding issues. How can you handle collisions with the
rest of the scene? How can you make the particles dependent of each other? The problem
quickly grows, but | will give some pointers and suggestions how to proceed.

Coallisions with the rest of the scene may be easier than you think! My recommendation
would be to render the scene to a Z buffer from some suitable direction. Actually, the
viewing direction may not be too bad, and that Z buffer already exists. Another option isto
render from above, which would be good for e.g. water falling down, and then you can
render the scene without perspective to make calculations easier. Then you use that Z
buffer for tests with the particle locations! See Figure 68. Another case where particle-
scene collisions are not hard to resolve is when the collisions can be made against a regu-
larly sampled terrain, where you can easily find the terrain height below each particle.
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FIGURE 68. Callision detecting for particles using the depth buffer

The last case, making particles depend on each other, may be the hardest. If your datais
sorted for drawing, you can take advantage of this to reduce your search for neighbors, but
that will only reduce one dimension which may be too little. Then you will to use some
kind of grid with separate lists for each part of space, like aregular grid or an octree. For
pure collision detection, you will work within cells and their closest neighbors. If you
want to model things like gravity, things get more compicated since the particles will
affect each other at a distance, but this can still be ssimplified. At large distance, you will
only need to know how many particlesthere are in a certain cell, not their exact positions,
and theat their influence as one large particle.

Finally, it should be mentioned that there are many other options for solving this problem.
You may replace the textures with pure vertex lists, updated using transform feedback
(which allows you to save transformed data to use as input on alater iteration), and you
may use pure GPU computing solutions as mentioned above.

5.7 Geometry shaders

With OpenGL 3, the rendering pipeline was extended with the option of customizing the
primitive assembly stage with geometry shaders, shaders that can not only modify loca-
tions like the vertex shader can, but also add and remove geometry.

A geometry shader can take one out of four different inputs:
A line segment (two vertices).

A line segment with adjacency (four vertices).

A triangle (three vertices).

A triangle with adjacency (six vertices).
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FIGURE 69. Geometry shader primitives

The “adjacency” concept, to bundle a primitive with some adjacent vertices, is probably
new to anyone who haven’'t used geometry shaders before. A primitive hasto be uploaded
with adjacency information in order for the geometry shader to get the information;
OpenGL can not find adjacency for you. With straight triangles, however, you can upload
your geometry as usual, but then possibilities are limited.

As afirst example, here is a pass-through shader for vertices only:
#version 150

| ayout (triangles) in;
layout (triangle_strip, max_vertices = 3) out;

voi d mai n()
for(int i =0; i <gl_in.length(); i++)

gl _Position = gl _in[i].gl_Position;
EmtVertex();

\ EndPrinitive();

Thiswill work straight out of the box and you don’t have to do much more than load one
more shader into your shader program. As most minimal examples, it shows some poten-
tial, but also lacks some information that makes you wonder “How do | do that?’ We can
see that we take triangles as input (gl_in[i].gl_Position), and we can emit vertices
(gl_Position and EmitVertex) - not necessarily the same ones, same locations or same
number. We may take decisions like removing some primitives atogether, split the primi-
tive into more (up to a point) and emit totally different geometry.

The next step towards a useful geometry shader is to include additional information, like
normal vectors and texture coordinates. That gives us anew pass-through shader that |ooks
likethis:

#versi on 150

| ayout (triangles) in;
layout (triangle_strip, max_vertices = 3) out;

in vec2 texCoord[ 3]; //[3] because this makes a triangle
in vec3 exNormal [ 3];
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out vec2 texCoordG
out vec3 exNornal G

voi d mai n()
for(int i =0; i <gl_inlength(); i++)

gl _Position =gl _in[i].gl _Position;
texCoordG = texCoord[i];
exNormal G = exNormal [i];
EmtVertex();

} EndPrimtive();

It isstill asimple pass-though, but note that every vertex emit from the shader now passes
on the additional information too. This time, we can no longer just pop it in into existing
code and hope it will work, since the normal vectors and texture coordinates must change
name in the geometry shader. Thus, my vertex shader emits “texCoord” and “exNormal”
as“out” variables, while the fragment shader must, for this example, input “texCoordG”
and “exNormaG”.

So let us take one more example, this time something that changes something. The follow-
ing shader will move all vertices a bit to the middle, creating cracks between all polygons.

#versi on 150

layout (triangles) in;
| ayout (triangle strip, max_vertices = 3) out;

in vec2 texCoord[ 3]; [/[3] because this makes a triangle
in vec3 exNormal [ 3];
out vec2 texCoordG
out vec3 exNornal G
voi d main()
vecd mddl e Triangl e = vec4(0.0);
for(int i =0; i <gl_inlength(); i++)
mddleCTriangle += gl _in[i].gl Position;
}
mddledO Triangle /= gl _in.length();
for(int i =0; i <gl_inlength(); i++)
gl _Position = (gl _in[i].gl _Position + mddleCTriangle) / 2.0;
texCoordG = texCoord[i];
exNormal G = exNormal [1];
EmtVertex();

} %EndPrinitive();

The result can look like Figure 70, for the Utah Teapot:
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| 800 GL3 texture example

FIGURE 70. Utah Teapot with a “breakup” geometry shader

This particular shader is not particularly useful beyond being a simple example of geome-
try shader. You can do much more interesting things. Now that we have anormal vector
with every vertex, we can add geometry, like fur (add geometry following the normal vec-
tor), and you may add more information for other effects.

5.8 Tessellation shaders

Geometry shaders are useful for many things, for example generating hair and fur and (to
some extent) evaluating splines, but they are unsuitable for generating large amount of
geometry from each primitive. This problem was reduced by introducing invocations,
making geometry shaders faster.. But there was also yet another kind of geometry generat-
ing stage added in OpenGL 4, tessellation shaders.

Just like vertex and fragment shaders work together in pairs, tesselation shaders also come
in pairs, the tesselation control shader and the tesselation evaluation shader. These are
executed between the vertex and geometry shaders.

The input to the tesselation shadersis an arbitrary number of vertices. The connectivity
between these are undefined, it is up to you. The output, however, consists of a number of
triangles arranged as a triangle or quad. This means that you can easily define a Bézier
patch using 16 vertices, something that is avkward to do with geometry shaders.

The job of the tesselation control shader isto specify the detail level of the geometry that
is being created. Thisis done once per edge of your output triangle or quad, and once for
the interior. See Figure 71, where the outer detail level for one of the edges has been spec-
ified to 3, causing that edge to be split the desired number of times. Note that the other
edges may have different detail! Theinner detail isthe number of layersthe surfaceis split
to. Thisis only specified once for the whole primitive.
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Outer = 3

Inner =3
FIGURE 71. Themeaning of outer and inner detail level specified by the tesselation control shader

Then an intermediate, non-programmabl e stage creates the desired geometry and passes it
to the tesselation evaluation stage. In that stage, you calculate the actual positions of the
generated vertices, possibly by using splines.

I will continue using a single triangle as example, but now with working code and screen
shots. The main program does not change too much, except that it loads more shaders than
usual. Here is the tesselation control shader:

#version 410 core

| ayout (vertices = 3) out;
in vec3 vPosition[]; // Fromvertex shader
out vec3 tcPosition[]; // Qutput of TC

uniformint TessLevel Inner; // Sent frommain program
uni formint TesslLevel Quter;

voi d mai n()

tcPosition[gl _InvocationlDl = vPosition[gl _InvocationlD; // Pass
through the vertex at hand

gl _TessLevel I nner [ 0]

gl _TesslLevel Quter[ 0]

gl _TesslLevel Quter|[ 1]

gl _TesslLevel Quter|[ 2]

TesslLevel I nner; // Decide tessel ation | evel
TesslLevel Qut er;
TesslLevel Qut er;
TesslLevel Qut er;

}

In this demo, | determine the detail level by auniform. Real programs rather do that by
other means, like the distance from an edge to the camera.

Here follows the evaluation shader:

#versi on 410 core

//1ayout (triangles, equal _spacing, cw in;

| ayout (triangles) in;

in vec3 tcPosition[]; // Oiginal patch vertices

voi d main()

vec3 p0 = gl _TessCoord.x * tcPosition[0]; // Barycentric!
vec3 pl = gl _TessCoord.y * tcPosition[1];
vec3 p2 = gl _TessCoord.z * tcPosition[2];
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gl _Position = vecd(p0 + p1 + p2, 1); // Sumwith weights fromthe
barycentric coords any way we |ike

[l Apply vertex transformation here if we want

As commented in the code, it is notable that you get the barycentric coordinates for the
vertex rather than some index. From these coordinates, we may calculate the actual posi-
tion that we want the vertex to have. For thisdemo, | do it as pass-through | can.

Let us now look as the resulting tesselation.

FIGURE 72. A tesselated triangle

So, given asingletriangle | could split that up in a number of triangles. If you look at the
result, it seems like | have something like detail level 7 on each edge and 4 inner layers.
Now, let us see what happensif | play around with the detail level, see Figure 73.

FIGURE 73. A tesselated triangle with varying detail. L eft: Low detail on both outer and inner.
Middle: Low outer, high inner. Right: High outer, low inner.

What is missing hereis clearly to do some nice deformation, following some shape, but
also additional data that we may pass through the shader pipeline.

And there is one more thing to consider. Doesn't it cost computations to make this tessela
tion for every frame?Yes it does, and therefore OpenGL has afeature that lets you create
geometry thisway and then saveit to reuse multiple times! Thisfeatureis called trans-
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form feedback. It allows reuse of online generated/tesselated geometry as well as multi-
pass processing of geometry.

S0, to repeat:

* Tesselation control determines how many steps of tesselation that you want, how dense
output.

* Tesselation evaluation is called for each generated vertex, with unique coordinates from
which the position is calculated.

It is very important to notice that, and why, the outer detail is specified for each edge. This
solves the problem with “gaps’ that you can get in level-of-detail implementations when
the detail level varies over amodel. Here, the edge bordering two neighbor patches should
have the same detail, while other edges of those patches may have other detail.

Finally, | want to mention that even if tesselation shaders were new in OpenGL 4 and
requires pretty recent hardware, tesselation in OpenGL is not new. It existed even in early
OpenGL versions, under the name “evaluators’. So did we get any real progressor just a
repackaging? | say we did. The big advantage here, as with many other features, is pro-
grammability! We didn’t just get the tesselation back in a new form, we got new possibili-
tiesto do creative things.

5.9 Other graphicsalgorithms

There are many other graphics-related shader programming problems, for example volu-
metric light scattering (God rays) and many others. You are encouraged to explore those
topics yourself, possibly as course projects. But we have more in the following chapters.
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6. General purpose
computations on graphics
hardware

An interesting use of graphics co-processors with shader programmability isto use them
for general computations that do not necessarily have anything to do with graphics. Con-
cerning games, thisimplies that the GPU can be used for problemsin physics and Al.

This trend has spawned its own name, GPGPU (General Purpose Graphics Processing
Unit programming) and its own home page, gpgpu.org. The term GPGPU is, however,
being replaced by the more descriptive GPU Computing.

Why should we do non-graphics computations on the GPU when we can do it on the
CPU? CPUs have vector co-processors built in, and they get faster, right? A strong argu-
ment for GPGPU is that GPUs have shown very large performance improvements while
the improvement of CPUs have slowed down considerably.

Examples to applications of GPU programming include:

* Image processing

* Image analysis

» Equation system solving

* Wavelet transforms

» Fourier transforms

» Cosinetransforms

* Leve sets

« Video coding
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There are several technologies for GPU computing, and | will cover three here. Oneis
using shaders, which was the first and therefore “classic” approach. Another, very famous
technology is CUDA from NVidia Finally, thereis OpenCL, atechnology similar to
CUDA but cross-platform.

6.1 GPU computing using shaders

L et us start with general computing with shaders. This may be the “old” way, but let me
stressthat it is not a bad path. It is mature, your programs will work on just about any rea-
sonably modern hardware, no extra software install ations are needed, and the performance
is actually very good. | would recommend you to consider thisfor “real products’, image-
related onesin particular.

The memory model for GPGPU programming is very different from conventional process-
ing. Thereis no stack, heap or pointers. It should rather be considered a stream processor,
where there is data input and output, and processing kernels that can operate on the
stream. No data can be saved other than to the output. It is possible to read from common
memory (textures) but not to read and write the same texture.

Thismodel is highly suitable for efficient processing with many parallel kernels, and that
is exactly what we have. The processors in the GPU are very simple, but very powerful at
the fairly limited things they can do.

In older GPUs, the vertex processors were MIMD processors, while the fragment proces-
sorswere SIMD. On more recent GPUs, the NVidia 8000 series and up, the architectureis
unified so all processors are the same, akind of “groupwise SIMD”.

The GPGPU model can be summarized as follows:

* We have an array of input data. Thisis put in atexture (or several).

» We produce an array of output data. This arrivesin the frame buffer.

e Thisisproduced by acomputing kernel, which is a shader.

* The computation is done by one or several rendering passes.

»  When we need several passes, the output is rerouted/copied to the input data of the next
pass.

6.1.1 Input and output

You load your input datafrom CPU/RAM to GPU/VRAM using gl Texlmage2D or similar
calls (gl TeximagelD etc.).

If our input data is a one-dimensional array of floating-point values, they will end up dis-
tributed over the four channels of the textureif you use gl Texlmage2D the standard way. It
is, however, possible to upload into a monochrome texture.

array =[a, b, ¢, d, e f, g, h.]
textur = [a,b,c,d], [ef,g, h],

100 Genera purpose computations on graphics hardware



So we |load data just as usual:
i mage = readppn( " maskros512. ppnt, &n, &nj;

/1l Load image to texture

gl GenTextures(1, &t x1);

gl Bi ndText ure( G._TEXTURE 2D, tx1);

gl Pi xel Storei (G_UNPACK ALI GNVENT, 1) ;

gl Enabl e(A__TEXTURE_2D) ;

gl Texl mage2D( G._TEXTURE_2D, 0, 3, n, m 0, G._RGB, G__UNSI G\ED BYTE, i nmage);
gl TexPar anet er f (A_TEXTURE_2D, G._TEXTURE_NMAG FI LTER G._NEAREST) ;

gl TexPar anet er f (@_TEXTURE_2D, G&._TEXTURE M N _FI LTER, G__I\EAREST),

Getting the data out afterwardsis not harder. It is copied to CPU/RAM from GPU/VRAM
using glReadPixels();

/1 Avoid dithering that m ght danage data

gl D sable(G_D THER);

/1 Read the pixels to the buffer

gl ReadPi xel s(0, 0, n, m G _R&EB, G _UNSI G\ED BYTE, image);

[/ Pass it to output

witeppn("rpout.ppm', n, m inage);

This operation was a very expensive step in the days of AGP cards, where readout had
very low priority, but thisis not alot better with PCI Express cards.

6.1.2 The computation kernel = the shader

The shaders are read and compiled to one or several program objects. A GPGPU applica-
tion may have several shaders |oaded.

Activate the desired shader as needed using glUseProgram();

uni f orm sanpl er 2D texUni t;
voi d mai n(voi d)

vecd texVal = texture2D(texUnit, gl _TexCoord[0].xy);"

gl _FragColor = sqgrt(texVal);
}

Since thisis not about rendering fragments in polygons but processing arrays of data, itis
more interesting than usual to work with the coordinates of the fragment.

The shader can, for example, look as follows. This particular shader comes from a demo
that | think was the introductory example at GPGPU.org. ThisisalLaplacian filter for
detecting high frequencies. Edges will give a high response, but even more so will local
maxima and noise.

1. glUseProgramObjectARB for older SDKs
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FIGURE 74. A simple 3x3 L aplacian filter for detecting high frequencies

If thisfilter had been properly normalized, it should divide the result by 8, but that would
make the resulting signal too low to view.

uni form sanpl er 2D texUhi t;
voi d nai n(voi d)

{
const float offset = 1.0/ 512.0;"
vec2 texQoord = gl _TexGoord[ Q] . xy; "
vecd ¢ =texture(texthit, texCoord);"
vecd bl =texture(texthit, tex(ord + vec2(-of fset, -offset));"
vecd | =texture(texthit, tex@ord + vec2(-offset, 0.0));"
vecd t| =texture(texthit, texGoord + vec2(-of fset, offset));"
vecd t =texture(texthit, tex(ord + vec2(0.0, offset));"
vecd ur = texture(texthit, tex@ord + vec2( offset, offset));"
vecd r =texture(texthit, texGord + vec2( offset, 0.0));"
vecd br =texture(texthit, tex(ord + vec2( offset, offset));"
vecd b =texture(texthit, tex@ord + vec2(0.0, -offset));"
g Fag®lor =-80* (c +-0.125* (bl +1 +tl +t +ur +r + br +b));
}

See Figure 75 below for an example of the effect of thisfilter.

6.1.3 Computation = rendering

In the typical GPGPU situation, rendering is done just like in other multipass shader ren-
dering as detailed in section 5.1 at page 63; a single polygon over the entire frame buffer!
Textures and frame buffer often have the same size.

-8

w s T Shader
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Texture Frame buffer

FIGURE 75. Typical GPGPU situation, processing an entire textureto the frame buffer
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The geometry is, again, asingle polygon. It can be convenient to set up the camera so that
we can render in pixel-based (m by n) coordinates like this:

G float quadVertices[] = {
0.0f, 0.0f, 0.0f,
0. of , n, 0.0f,
m n, 0.O0f,
m 0.0f, 0.0f};
QA float quadTex[] = {

0.0f, 0.0f,
0.0f, 1.0f,
1.0f, 1.0f,
1.0f, 0.0f};

QLui nt quadl ndi ces[ ] {0, 1, 2, 0, 2, 3};

Thus, we can keep the geometry matched to the image size at al times, so we don’'t have
to think in normalized coordinates as often. For our purposes here, that can make sense.

6.1.4 Feedback

In section chapter 5.1, | described how shaders can work in several passes, by using the
output from one iteration as input to the next. This kind of feedback is ever-present in
GPGPU applications. The bandwidth over the bus to the CPU is limited, so the more that
can be done before passing back the data to the CPU, the more efficient will the processing
be.

The example we have already seen is running separable filter kernels. Other obvious
examplesinclude FFT, but many other problems are solved by multipass shaders.

6.1.5 Interpolation

Texture lookup in the GPU supports linear interpolation, which makes a difference when-
ever the texture is accessed with coordinates that do not exactly match a texel
(GL_LINEAR). While thisusually is a matter of filtering to reduce resampling errors, it
can sometimes be exploited for accel erating some computations.

A simple example is convolution. Convolution is a simple problem, which can be done
without shaders, e.g. using the accumulation buffer. With shaders, the trivial solution
works like this:

put the data (inmage, signal) in a texture
for every output sanple
for every elenent in the convol uti on kernel
read fromthe texture
mul tiply by the convol ution kernel value for the position
add to the result
wite result to the output (pixel)

This can be optimized by separable convolution kernels, as mentioned in [50]. However,
we can sometimes optimize further due to the linear interpolation.
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Example: Take two neighbor samples, (c,, ¢y) and (cy, ¢,+1), with convolution kernel
coefficients aand b, respectively. Then their contribution to the convolution is

r=r+a-tc, ¢ +b-tc, c,+1]

where t[x, y] isthe texture lookup. If aand b have the same sign (both positive or both
negative), it can be rewritten to

r=r+(ath) - t[c,, ¢, +b/(at+b)]

Thus, we access two texels with asingle call, which may give us significant speedups in
some situations.

6.1.6 Data packing

On older GPUs, the subject of data packing was important, since the hardware was
designed to work with groups of four values (RGBA). On modern GPUS, the architecture
is more flexible, and the ssmplest data packing isto upload datainto a grayscale buffer.
However, other arrangements can be interesting since a texture can not be wider than 8k
items. Thus, even though we can avoid the packing into four channels, we may need to
pack 1D datainto a 2D or 3D texture. Pettersson [20] discusses the packing problem in
more detail.

6.1.7 Sorting

Now, over to problemsthat are common in GPGPU applications. Sorting is one such prob-
lem. Sequential sorting algorithmslike QuickSort do not work on the parallel architecture.
An algorithm that is suitable is bitonic merge sort.

The principle for parallel bitonic merge sort is that you can sort parts of the data set sepa-
rately (typicaly split in half), and then merge the results. The following example illus-
trates the process:

AN O O W0 -

- —Pp -«
N D O O W0 N -
N N O O1 N 00 W B
—» —P -« €
N N O1 OO 0 N W B
o ~N O O NP W
co~N O OO W DN P
- € «€ — =L
co~N O Ol A WDN B

FIGURE 76. Bitonic merge sort
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Although the computational complexity of this algorithm can not compete with Quick-
Sort, it scales linearly with the number of processors so it isvery fast.

6.1.8 Reduction, find maximum

Another common kind of problemsis reduction problems. That is problems where we
want to extract some limited data from a large data set. A simple case is to find the maxi-
mum value. In asequential program, thisis a straight-forward problem, alinear search
over the data. In aparallél architecture, however, things ook different. The problem is still
simple, so it isanice example of how a problem changes from one architecture to another.

The maximum search on the GPU is performed like this:

We use aresolution pyramid, a set of textures where the smallest isa single pixel and each
level is 2x2 bigger. Thus, the textures are 1x1, 2x2, 4x4, 8x8... just like in mip-mapping.

Start at the highest resolution. For each iteration, the shader gets four values from the
source texture, takes the maximum and stores that into the smaller destination texture. For
an nxn texture, the process takes log(n) iterations, each iteration faster than the previous.

Minimum and mean calculation are equally simple. There are, of course, other reduction
problems, like the median, that are less straight-forward.

6.1.9 Conditional execution, “if" statements

The SIMD model gives them both advantage and disadvantage. The biggest disadvantage
isthe inability to branch. Still, GLSL supports“if” statements! That is by evaluating both
branches! What thisis all about is that the language emulate functionality that the proces-
sorsreally don't have!

Since both branches of an “if” statement need to be executed as long as any processors get
different result, the cost of an “if” statement can be big. Thereislittle point in optimizing
away processing by making “if” statements.

Another way to handle conditional execution isearly Z-cull. [30] Early Z-cull, EZC, per-
forms a depth test before the rasterization unit, and only if it makes the test, the fragment
IS processed in the fragment processor. Thistotally avoidsthe “if” statement in the shader.
Instead, the argument to the “if” statement is rendered to the Z buffer as a separate step,
writing values like +1 or -1 to the buffer depending on the result. In a second rendering
pass, the datais drawn in a Z value between the two values.

6.2 CUDA

Since GL SL and other shading languages are not designed for general computations, other
languages have been designed for GPGPU use. Two early examples are Brook for GPUs
and Sh. The strongest player in thisfield today is probably CUDA.
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CUDA (NVIDIA CUDA™) isa GPU processing language designed by NVidia. It is (for
better or worse) based on C. CUDA isofficially an acronym for “Compute Unified Device
Architecture”. It will run on any NVidia board with a G80 or better architecture, which
means the 8000 series and up, starting with the 8400 board.

With CUDA, important features of the GPU are made accessible. For example, thereisa
local memory shared by groups of processors (e.g. 16 processors), usually called shared
memory in CUDA terminology. Using CUDA, this memory can be accessed, and used for
local intermediate results. Thus, the rule that only the output image is saved between runs
Isrelaxed.

Also, the destination is not locked to a single fragment the way it isin a shader. This
makes scatter algorithms somewhat possible. However, gather is still more efficient.

Still, many of the old GPGPU rules still apply. The interpolation trick, for example,
remains. The GPU and GPGPU world does change rapidly, but all rulesdon’t go away in
every move.

6.2.1 Hello CUDA

Most CUDA tutorials start with some simple example that is often dubbed “Hello World”,
although that is usually an ignorant statement since the examples usually do not output
“Hello World!” astheir result. Thisis understandable, sinceit is not entirely obvious how
to make an example of parallel computing which has the sole purpose of producing the
string “Hello world!”. However, not without pride, | can present you with exactly that: A
program that is short, smple, does perform parallel processing on the GPU using CUDA,
and the result isindeed “Hello World!”!

So, hereitis, thereal “Hello world” for CUDA:

[/ This is the REAL "hell o world" for CUDA

[/ It takes the string "Hello ", prints it, then passes it to CUDA
[/ with an array of offsets. Then the offsets are added in parall el
[/ to produce the string "Wrld!"

/1 By Ingemar Ragnemal m 2010

/1 nvcc hello-world.cu -L fusr/local/cuda/lib -lcudart -0 hello-world
#i ncl ude <stdi o. h>

const int N = 16;
const int bl ocksize = 16;

__global
void hello(char *a, int *b)

a[threadl dx. x] += b[threadl dx. X];

int main()

char a[N = "Hello \O\O\O\0O\ 0O\ 0";
int bfNJ = {15, 10, 6, O, -11, 1, O, O, O, O, O, O, O, O, O, O};
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char *ad;
int *hd;
const int csize
const int isize

Nt si zeof (char) ;
N¢si zeof (int);

printf("9%", a);

cudaMal | oc( (voi d**) &ad, csize );
cudaMal | oc( (voi d**)&bd, isize);
cudaMercpy( ad, a, csize, cudaMenctpyHost ToDevice );
cudaMercpy( bd, b, isize, cudaMentpyHost ToDevice );

di n8 di nBl ock( bl ocksize, 1);

din8 dinGid( 1, 1);

hel | o<<<di mM&i d, di nBl ock>>>(ad, bd);

cudaMercpy( a, ad, csize, cudaMenctpyDevi ceToHost );
cudaFree( ad );

cudaFree( bd );

printf("%\n", a);
return EXI T_SUCCESS
}

| hope the source itself explains what it is doing; it takes astring and an array of offsets to
produce “World!” from “Hello “. But afew more clarifications are called for.

What you see hereis, in one and the samefile, both CPU and GPU code. This integration
isvery elegant. The amount of code to compile and launch the GPU kernel is extremely
small.

The__global __ codeisthe kernel, executed on the GPU, in parallel. Note the threadl dx.x.
That is the thread identifier, which must be used to calculate where in the data to operate.
“Real” CUDA programs use both thread and block identifiers.

We allocate memory on the GPU from the CPU, using cudaMalloc. We can then upload
and download data with cudaM emcpy, using the arguments cudaM emcpyDeviceToHost or
cudaMemcpyHostToDevice to denote the copying direction. Finally, we can dispose of
GPU memory using cudaFree.

One of the most challenging issues when you start with CUDA is the concepts of grid,
block and thread. The grid is the whole computing, which is split into a number of blocks,
which each contains a number of threads. This division scheme describes how the comput-
ing is distributed over the GPU.

The weird statement
hel | o<<<di mxi d, di nBl ock>>>(ad, bd);

is the actual execution of the kerndl.
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6.2.2 Threads, blocks, warpsand grid

A number of concepts are introduced to describe how computing is distributed over the
hardware. Thisisimportant since the scope of shared memory depends on the blocks.

When running akernel, it runson one grid. A grid can be divided into a number of blocks.
On every block, a number of treads run.

The concept of awarp describes how many threads are actually active at atime. This con-
cept is actually of lessimportance for your programming at the moment. Let us focus on
the threads, blocks and the grid. But there is one detail that you need to know: All your
threads are not executed in parallel! They are executed a bunch at atime. So you can not
design with total parallelism in mind, where all threads execute the same instructions at
the same time. You can get racing problemsin your code, and then you must synchronize
yourself. (See below.)

Grid

lock 0,0 Block 1,0 lock 2,0 Block 3,0

aonaooinoi hllﬂllﬂﬂld‘lﬂﬂlﬂﬂlﬂﬂl I]III]I]II]I]Iﬂ Block n,n

nonooaoon @anouioono aooiooioot){roonoo |hread0.0 Threadl-ollhreadz.ollhreads.ol

lock 0,1 Block 1,1 lock 2,1 Block 3,1 e T —— —
read O, read 1, read 2, read 3,

ooonooeoon| govonnoneg oneomnona{jmomenond | {7 )

norooaoon @anorioono aooiooiootoroonoo [Fread oz | [Fvead 12 [read 22 | [wead sz |

gridDim.x * gridDim.y blocks \ [fread03 | W‘ [Tread 23] [hread 3.3 |

BlockDim.x * blockDim.y threads
FIGURE 77. Distributing computing over threads and blocks

Asexemplified in the Hello World! example, we must use the thread and block indices
when computing in order to know what data a particular thread should access. Hereisa
somewhat more complete example (for 1-dimensional data):

that executes on the CQUDA device

int N

int idx = blockldx.x * blockD mx + threadl dx. X;
if (idx<N) a[idx] = a[idx] * a[idx];

/1 Kernel
__global __ void square_array(float *a,

In this simple example, we cal culate the square of each item. Note that one argument, N,
tellsthe size of the array, so any thread with an index outside the array will not do any use-
ful work, and it shouldn’t.

6.2.3 More about the architecture

Since we get closer to the architecture when using CUDA and similar GPU computing
solutions, we need to discuss afew more details.
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The GPU was originally built around the graphics pipeline. Shaders were executed in spe-
cific parts, one for vertex processors and another with fragment processors. With the G80
architecture (see section 6.6 at page 114) the GPU was transformed to a more general par-
allel processing architecture, with afew specia parts remaining of the pipeline.

The shaders, of any kind, were now executed in an array of generic processors. This array
Is built in anumber of groups, called Streaming Multiprocessors (SMs), each containing a
number of Stream Processors (SPs). The latter iswhat is usually called “cores’ in GPU
specifications, although the number of “cores’ is ahighly debatable number.

An SM isreally avector processor which can operate on a number of elements at once.
You usually don’t think of the hardware that way though. You should rather consider each
thread to be an (almost) independent executing process. It has its own identification num-
ber with which you can decide what data it should operate on.

Thisiswhere the blocks and threads above fits. The SMs correspond to ablock in CUDA,
and the SPsto threads. That is, you can have many more blocks than SMs and more
threads than SPs, since they will be queued until all are executed, but one block will, when
running, execute on a specific SM and athread on a specific SP.

The queuing of blocks and threads is a main feature of the hardware. You not only can but
should have more threads than SPsin an SM, and more blocks than SMs. Thisletsyou
keep the hardware occupied. A major feature is to have threads running while other
threads wait for memory access.

6.2.4 Memory accessin CUDA

One of the major problemswith parallel processing in general and GPU computing in par-
ticular is memory access. We are used to having large amounts of primary memory avail-
able, with huge caches that hide memory latency. With CUDA, this works differently. Pre-
Fermi hardware had very little caching capability. Fermi changes that somewhat, but we
will focus on pre-Fermi here.

Globa memory, that isthe VRAM of the GPU, is very expensive to access. We are actu-
ally talking about hundreds of clock cycles! To hide this, we use many parallel threads, so
whenever athread is waiting for memory access, another thread kicks in and starts work-
ing. Thisis how the GPU achieves performance in general, it is not limited to CUDA, but
with CUDA the problem becomes more visible.

Another, equally important issue, is to take advantage of local memory. The local memory
isasmall memory bank connected to a group of processors. Its latency isfar lower than
the global memory. We should use that as akind of “manual cache”.

This gives us a modified computing model:

* Upload datato global GPU memory

» For anumber of parts, do:
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» Upload partial datato shared memory
e Process partial data

» Write partial data to global memory

» Download result to host

For any algorithm that will access the same data several times, this can make a big differ-
ence. However, this also leads to the next problem - synchronization.

As soon as you do something where one part of a computation depends on aresult from
another thread, you must synchronize! Thisis done in the kernel with

__synct hreads()

Thus, your code may work like this:

* Read to shared memory

e syncthreads()

e Process shared memory

e synchthreads()

» Write result to global memory

Thereis one more mgjor issue with memory access. coalescing. Memory latency does not
only depend on what kind of memory we use, but also in which order. If you read an array
linearly, one item at atimein order, the access will be faster than unordered access. The

difference can be as big as 10 times! In the next section, we will look at an example of
memory coalescing.

6.2.5 Matrix transpose example

Let us take an example: Matrix transpose. This involves no computations, it is a pure reor-
ganization problem, so the entire computation consists of memory accesses.

A naive implementation may look like this:

__global __ void transpose_nai ve(float *odata, float* idata, int wdth,
int height)
{

bl ockD m x * bl ockl dx. x + threadl dx. x;
bl ockDmy * bl ockldx.y + threadl dx.y;

unsi gned i nt xI ndex
unsi gned int yl ndex

if (xIndex < w dth & ylndex < height)

{
unsigned int index_in = xlndex + w dth * ylndex;
unsi gned int index_out = ylndex + height * x| ndex;
odata[index_out] = idata[index_in];

}
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Perfectly sensible, isn’t it? Can’t be done differently? Oh yesit can. Consider the memory
access pattern. You read column by column and write row by row. This gives a memory
access pattern like this:

FIGURE 78. Matrix transpose gives coalescing problems due to order of access

And thisis bad! Either when reading or writing we access the expensive global memory
non-coalesced! Thiswill cost performance.

And there is another way, namely to use shared memory. Then you can read a small block
at atime, flip it when in shared memory, and then write back the entire block. It takes more

operations and more code, but you will come out awinner since al the global accesses are
optimized.

m

FIGURE 79. Matrix transpose, coalescing solution

To use shared memory, we declare ablock of memory as___shared . It must be small
enough to fit in the shared memory, which istypically around 16Kk.

So hereis the better version:

__global __ void transpose(float *odata, float *idata, int width, int
hei ght)

__shared__ float bl ock] BLOOK D M [ BLOCK DI M1];
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/1l read the matrix tile into shared menory

unsi gned int xlndex = bl ockldx.x * BLOCK DM + threadl dx. Xx;
unsi gned int ylndex = bl ockldx.y * BLOCK DM + threadl dx.y;
i f((xIndex < width) & (ylndex < height))

{

unsigned int index_in = ylndex * wi dth + xlndex;
bl ock[t hreadl dx. y][threadl dx. x] = idata[index_in];
}

__synct hreads();

/1 wite the transposed natrix tile to gl obal menory
xI ndex = bl ockldx.y * BLOK DI M + threadl dx. x;

yl ndex = bl ockldx.x * BLOOK DI M + threadl dx.y;

i f((xIndex < height) &% (ylndex < width))

{

unsi gned int index_out = ylndex * height + xlndex;
odat a[ i ndex_out] = bl ock[t hreadl dx. x] [t hreadl dx. y];

}
}

The result is bigger, more complex code, but it is much faster!

There are afew rules of thumb to follow when doing coal esced memory accesses:
» Thedatablock should start on a multiple of 64

It should be accessed in order (by thread number)

* Itisalowed to have threads skipping their item

» Datashould bein blocks of 4, 8 or 16 bytes

Not too hard? Well, | wouldn’t say that. You will need to find your bottlenecks and make
them fit the rules. That is not always easy.

6.2.6 Other issueswith CUDA

I hope this brief text will get you started on CUDA, but we do not have space here to make
afull coverage. Just let me give you the pointers to the most important issues.

There are several kinds of memory to access, not only global and shared memory but also
constant memory and, most importantly, texture memory. The interesting thing with tex-
ture memory isthat it comes with aread-only cache. This can makeit very fast if the data
patterns are suitable (i.e. with many local accesses). We also get texture filtering in hard-
ware, that islinear interpolation, and texture memory is especially good for handling 4
floats at atime (float4).

You can bind data to a texture unit with cudaBindTextureToArray(). However, the experi-
ence by myself aswell as othersisthat texture memory isatroublemaker in CUDA, where
much of the elegance islost. Your mileage may vary, but | would advise you to work by
example, in this case more than ever.
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Finally, let me mention debugging. Debugging is a hard problem on GPUs. Various solu-
tions are being worked on, new debugging tools have been announced. However, CUDA
has had one debugging tool from the start, CUDA emulation mode.

When using the emulation mode, CUDA programs are compiled to CPU only versions,
using the compiler switch

--devi ce-emul ati on

Thislets you run CUDA (slowly) on the CPU, which means that you can at least emulate
it on non-NVidia hardware, and you can use standard debugging tricks, like printf().

6.3 OpenCL

A related effort is OpenCL, which has the advantage that it runs on different architectures.
OpenCL was released in 2009. It does not have the integration of CUDA. Your OpenCL
main program rather looks somewhat like a GLSL program, loading kernels from text
files, compiles and runs. An advantage of this approach isthat you do not need any special
compiler for the host program, but you can compile it with GCC (if you writein C), and
OpenCL can easily be used from any language. Personally, | have successfully used it
from FPC.

The kernel language is very similar to what CUDA uses. However, there are afew differ-
ences in terminology, so expect alittle confusion at first.

6.4 Compute shaders

The concept of compute shaderswasfirst introduced in Microsoft DirectX. More recently,
OpenGL has incorporated the concept in order to get a GPU computing solution more
tightly coupled to graphics than CUDA and OpenCL.

6.5 Performance and bottlenecks

Above, | have outlined the principles and major problemswith GPGPU applications. Now,
with the complexity that it implies, with complex sets of shaders or kernels running paral-
lel programs with poor debugging possibilities, and overhead for moving data to and from
the GPU, isthis really worthwhile? Why can this be an advantage?

e The paralelism of the GPU is clearly the major argument for it.
* The GPU works natively with floating-point.
» The mass-market target brings the price down.

e The processorsin a GPU are more specialized than a CPU and therefore ssimpler, so
more processors can fit on a single chip.

» The programming tools give the flexibility needed to solve non-graphics problems even
on shaders, and even more so with CUDA and OpenCL.
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The GPU as a number-crunching unit has the following performance:

The NVidia 6800 Ultra, which | would not consider extremely old, has 6 vertex processors
and 16 fragment processors. Thisimplies avery respectable 35 GFLOPS, which is compa-
rable with aCray X 1. The newer NVidia280GTX has 240 shader processors (unified), and
performs as much as 933 GFL OPS, while the even more recent NVidia480GTX does
1345 GFLOPS.

There are some important bottlenecks to consider:

« The GPU works best with algorithms that are inherently parallel. It is not possible to
use the result of neighbor pixels from the same iteration in shaders. Thisis possible
when using CUDA or OpenCL.

e Thedatabuswas, for along time, an important bottleneck! The processing in the GPU
can sometimes take |ess time than the readout of the result. Thiswas abig problem with
AGP cards. With PCI Express, this has improved alot. In well optimized cases, with
large amounts of dataat atime, it is possible for the newest boards to output 5 Gb/s,
which should be enough for most practical purposes, since the CPU won't be able to
handle it anyway.

e Thenumerical precision isnot on par with CPUs! Only single-precision floating-point,
and not fulfilling the IEEE 754 standard (1 bit worse). Cuda can do it better but it costs
performance.

So doesit pay? The CPU speed increase has been declining, but multi-core CPUs are com-
mon and the number of cores are increasing. Can the GPU really challenge a 8-core CPU?
It seemsit can, at least for some applications, and in many cases it does much more than
that. Back in 2005, Erik Pettersson made his master thesis on image processing on the
GPU [20]. Even at that time, the difference was impressive. A speed increase of over 18
times was reported comparing a high-end GPU of the time (7800GTX) to a high-end CPU
(P4), and with mobile GPUs the difference was still as big as 8 times! Today, it isnot hard
to find algorithms that run 100 times faster than the CPU, and even algorithms that do not
fit the GPU all that well can still often outperform the CPU!

What thisis all about isthe transition to parallel computing for high-performance comput-
ing. GPU computing is a central part in that process.

6.6 GPU history
Finally, let me look back down the history of GPUs, not only for nostalgic reasons.

The stone age of GPUs starts at the 70’s. Highly specialized graphics hardware was
designed, often as pure research projects. In Linkdping, the PICAP series was built,
mostly used for image processing. It was the base of severa spin-off companies and was
followed by several other image-related hardware projects (GOP, LAPP).
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In the 80's, some 3D games were showing up on personal computers, running mostly in
software or with the limited hardware support that could be used. The first steps towards
consumer-level GPUs were taken with hardware sprites.

In the 90's, software rendering for 3D games was a hot topic up to 1995, with gameslike
Wolfenstein 3D and Doom, typically running in 320x240 pixels. The 3D engines were
limited, typically only allowing vertical and horizontal surfaces, not arbitrary slopes.

In 1991, there were 2D accelerator boards for graphics professionals, accelerating 2D
operations. 3D accelerators appeared as a separate line of products, and dedicated graphics
work stations, especially from SGI, were outstanding in the early 90's.

Shader programs appeared already in Pixar's Renderman in 1988. This was purely for off-
line rendering, like Toy Story. The language used was Render man shading language, a
language with some similarities to C. There were as much as 6 different types of shaders
in the system: Light source shader, Volume shader, Transformation shader, Surface shader,
Displacement shader and Imager shader.

The big revolution came in 1996, with the 3dfx Voodoo 1. This board was the first 3D
acceleration board for the consumer market. It had the following specifications:

e 50 MHz
¢ 4-6 MbVRAM
* cost about 3000 Swedish crowns

The board had no VGA controller and no support for 2D graphics. It was plugged in
between the 2D graphics board and the screen by special cables, so it could assume control
over the screen when needed.

It had a single texture unit, so there was no multi texturing support. Despite the clumsy
installation and in our view horrible performance, it was a major revolution at thetime, a
quantum leap in price/performance for 3D graphics. Blocky, limited graphicsin 320x240
was replaced by interpolated graphics with many limitations removed, running in 640x480
or more! This makesit the start of the GPU era, the most significant GPU release ever.

The very first game that supported the Voodoo 1 was the unscrupul ous Indiana Jones rip-
off Tomb Raider. This may be one of the reasons why the series became so popular and
long running. Among other important games with Voodoo 1 support was Quake 1.

The period 1996-2000 gave us faster GPUs, higher fill rate but also more and more fea-
tures. 3dfx Voodoo 2 had two texturing units. In 1999, the first GeForce board introduced
transformations and lighting calculations in hardware, lowering the CPU burden and
thereby allowing higher polygon counts.

A surprising event was the decline of 3dfx. The company did some miscal culations, and
ran into conflicts with partner manufacturers, while NVidia came to dominate the market
more and more. Finally, 3dfx went out of business, selling the remainsto NVidia.
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2001 gave usthe second major revolution, the GPU with shader program support. GeForce
3 was thefirst, and AT soon followed with Radeon 8500. From there, the shader support
improved rapidly.

Thefirst generation, 2001, had vertex shaders with 128 instructions, and no flow control.
The fragment shaders were limited to as little as 8-14 instructions! Already the next year,
2002, came the second generation in ATI 9000 and GeForce FX. The vertex shader now

allowed 256 instructions, and fragment shaders the more respectable 96-512 instructions.

The third generation came 2004, with NVidia 6000/7000 and ATI X. The shader sizes
were now 512 instruction or morein both vertex and fragment shaders, and there were also
dynamic flow control and prediction in both.

The fourth generation came 2006 with the NVidia 8000/9000 series, introducing a unified
architecture that runs vertex and fragment shaders in the same processors. New boards and
processors still arrive in ahigh pace. After some time with relatively slow pace, we
recently have seen Geforce GT X280, 260, Radeon HD4870 and 4850 providing a step up
in performance. They are still similar to the 8000 series.

In 2010, the fifth generation arrived, the Fermi architecture, that isthe GeForce 400 series.
High precision floating-point capability is boosted, and single-precision computing power
now peaks at 1345 GFLOPS.

2012 gave usthe Kepler architecture, the NVidia 600 series followed by the 700 series,
and the specia high-end board Titan. Kepler was mainly an effort my NVidiato take back
the lead in gaming performance, so the GPU computing performance is essentially
unchanged from Fermi, despite a huge increase in number of cores (to alevel similar to
what AMD has had for some time).

It has been said that the performance of GPUs are increasing by “double Moore”, double
in 9 month rather than 18! This has been somewhat |ess consistent recent years, but the
performance race between NVidiaand ATI/AMD isfierce. The number of computing
cores (stream processors) in the GPUs is an interesting measure from G80 and onwards.
The original G80 could have as many as 128 cores, excellent for itstime.

While NVidiawas focusing on general computing performance with the Fermi series,
AMD could take the lead in graphics performance. AMD’s 6000 series had as much as
1500 coresin 2010, and the newer 7000 series has over 2000. NVidia has been catching up
in 2012, with the new Kepler series (600 series) with as much as 1500 cores on a chip.

It isclear that the astonishing raw performance improvements slowed down around 2005,
but the development has not stopped. A modern dual-core CPU (3 GHz dual-core Pentium
4 Extreme Edition) performs around 25 GFL OPS, so the CPUs have much to catch up.

For desktop systems, | would say that any GPU older than the G80 is of no real interest.
But al computers are not stationary, dedicated gaming machines! The stationary computer
market is declining, while portable computers have grown more popular. It seems as if
low-cost portable computersis abigger market, and the GPUsin them are notoriously less
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powerful. And if that is not enough, we must also consider various pocket-size deviceslike
cellular phones.

So the conclusion from the history is that we still need to look backwards sometimes.
When the most powerful hardware is available, we can do all that we wish, but all too
often we do not have that hardware and must fall back on ssimpler, older solutions.

6.7 Future

Now that | have just covered history, | must note that new history is being written around
us. OpenGL 3.0, released in 2008, signalled that OpenGL will change more rapidly than
before, moving along the same lines as OpenGL ES (OpenGL for embedded systems).
OpenGL 4 emphasizes this even more. The fixed pipeline, burdened with many special
fixes, is being phased out. As | noted in the section about multi-texturing, there are
advanced methods there that | claimed was not very interesting since you can use shaders
instead. The ARB seems to agree. Shadersis the future of computer graphics.

On the more scary side, all that old code with fixed pipeline stuff and no shaders hasto be
rewritten to stay current, and the learning curve is getting steeper. 3.0 does not break the
old code, but OpenGL 3.2 and beyond has a strict “core” profile where many old calls are
removed, accessible only through a“ compatibility mode”. Note, however, that it is not
very hard to write asimple layer of glue code re-implementing the most vital parts of the
fixed pipeline, so most old code will not break as badly as it may seem.

Another important news in 2009 is the release of OpenCL (mentioned above, page 113),
the cross-hardware competitor to CUDA. In 2012, WebGL and WebCL are new, interest-
ing additions, providing web interfaces to high-performance graphics and computing.

So in case anyone doubted it, computer graphics keeps moving. Things are still changing
pretty fast.
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/. Other graphicstopics

Thisisacatch-all chapter for graphics topics that did not fit elsewhere. The topics of text
rendering will be covered, and | will also spend sometime on hair and clouds. Most topics
here are only covered briefly.

7.1 Clouds

Rendering cloudsis atrivia thing on the most basic level, clouds seen from the ground.
They are usually part of a skybox/skydome texture, or, if we want them to move over the
sky, billboards with pictures of clouds. The fixed sky isabit dull, but billboards are all we
need for most ground-based games and animations.

There are, however, afew features that we need more sophisticated modelsto fulfill. They
include the following:

» Clouds that change over time, change form, break up.

* Clouds that have different shape when viewed from different directions.
» Cloudsthat correctly reflect and transmit light.

* Clouds that you can fly through while still looking realistic.

Clearly, the needs are highest for flight smulators with high realism. There are several
approaches to get a higher realism:

A particle system, where each particle isrendered as a billboard. The billboards are highly
transparent. The number of billboards can be fairly low.

Metaballs are more ambitious, a point-based approach where each point contributesto a

density function, typically by afunction likey = r2. Thiskind of methods are similar to
the point-based methods for deformabl e objects (chapter 12.8) but then used for extracting
an isosurface at atreshold value. For the cloud rendering case, we rather want a smoother
transition. A ray-tracer may work directly with the density field, while real-time methods
should consider intermediate representations, like storing the density function in a volu-
metric texture.
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A noise function, as suggested in Volume 1, can give good results. InVolume 1, | sug-

gested that anoise function with a frequency spectrum of f isagood start. Perlin [21] did
the classic work in thisfield. Thus, colored noise functions are often called Perlin noise.

Out of these two, the point-based method has the important advantage that it is easier to
control the dynamics of the cloud. Both can be rendered using a volumetric texture, but we
can aso save memory and rendering time by working with sets of billboards or sets of tex-
tured ellipsoids.

Simulating arealistic light in cloudsis afield of its own. Some general facts can be used
for crude approximations. Clouds should be darker on the bottom side than the top. This
can be the only basisfor lightning, but it clearly ignores the position of the sun and will be
highly incorrect at mornings and evenings.

Most work on more realistic cloud lighting is for off-line rendering. An exception is the
work of Harris[22].

There are modelsfor lighting of clouds that are based on the scattering of light in the water
drops. The model can be based on a single reflection, or multiple, where the latter is the
most exact. Harris [22] uses a multiple scattering model called “multiple forward scatter-
ing” based on the assumption that most of the light goes forward, skipping the backwards
component.

John Nilsson [23] did his diplomathesis on cloud rendering and implemented a cloud ren-
dering algorithm for commercial flight simulator use. He designed his clouds using sets of
ellipsoids, sampled a set of random points over these ellipsoids, and rendered using a bill-
board-based approach with level-of-detail. His algorithm isillustrated by the following

= 4
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FIGURE 80. Cloud generation using ellipsoids for the overall shape and random particlesfor

SR
distributing billboards for rendering.

In the figure, the final cloud has no lighting applied. Nilsson also applied lighting similar
to Harris[22], taking both light source position and viewer position into account.
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Modern GPUs have made the border between on-line and off-line fuzzy, and this applies
to cloud rendering as well. In 2010, the project “Cloudy” in the TSBK03 course [79],
investigated volume cloud rendering, and found that real-time performance was possibleif
the size of the volume was kept under asuitable limit, in their case 64x64x64, while higher
resolutions still requires off-line rendering times. An example from the project isshownin
Figure 81.

FIGURE 81. The “bunny cloud” example from the Cloudy project [75]

7.2 Vegetation

In Volume 1, fractals and other procedural methods were used to get a groundwork for
generating vegetation, trees in particular. | will continue the discussion here, based on the
overview of the problem made by Emil Jansson [31] in his diplomathesis. | will mainly
talk about trees, but the discussion applies to most kind of plants.

We discern between mechanistic and descriptive models[52].

A mechanistic model simulates the growth of the tree, and is therefore suitable for systems
where the vegetation should change over time. The models can be based on biology and
thus be very redlistic. The growth of the tree can be affected by outer forces.

The photograph below isareal-life example of the effect of outer forces on trees. Theright
tree has grown naturally, while the left has been a“work of art” by being covered by anet.
Thework of art was called “under the influence” and was one of the best works of art ever
at Linkdping University. Not that there is much competition... but that is another discus-
sion.

I will not make any claims whether the mechanistic models can handle this kind of defor-
mation or not, but a mechanistic model has the possibility, while a descriptive model
would need two completely different parameter sets, despite that they are two trees of the
same kind.
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FIGURE 82. Two real trees at Linkdping University

A descriptive model focuses only on describing the appearance of thetree, with no basisin
how it came to look that way. They are intuitive to use and suitable for most real-time pur-
poses. The fractal-based method in Volume 1 was a descriptive method.

Another cathegorization islocal-to-global and global-to-local modeling. A local-to-global
model is specified explicitly part by part, and then assembled to awhole. The global-to-
local method works from a set of parameters and generates the tree from them.

Finally, trees can be generated using recursive or non-recursive methods. Fractal-based
methods are highly recursive and self-similar. The self-similarity is, however, not aways
an advantage and can limit the freedom and possibilities to control the look of the tree as
desired. It is obvious that the local-to-global/global -to-local and recursive/non-recursive
cathegorizations are pretty dependent. Local-to-global methods are typically non-recur-
sive while global-to-local methods are by nature nice to implement recursively.

Weber & Penn [51] describes a descriptive method for generating trees, based on a param-
eter set that they made an effort to keep small. The need for asmall parameter sets
becomes obvious when you want to popul ate large worlds using only the parametersin the
world data. That alows great variety while keeping the data size down.

L evel-of-detail methods are important when rendering plants, since a detailed tree needs
an enormous amounts of polygons. The level of detail are controlled by two methods, geo-
metrical simplification and instancing. Geometrical simplification is often used by replac-
ing parts of the tree by billboards. Instancing simplifies by reusing parts, which reduces
the amount of data to store the tree. The simplest instancing is to use the same leaf for all
leaves in atree. The two methods are not exclusive but can be used in combination.

Jansson [31] created afull-featured system with both instancing and billboarding, partialy
based on Weber & Penn’swork. Close-up, thetreeisrendered at full detail, with a polygon
for every leaf. At higher distance, larger and larger parts of the tree are rendered using bill-
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boards, until the whole treeis a billboard, and even several trees on a billboard. See
Figure 83 for a screenshot from this work.

FIGURE 83. Computer generated tree by Emil Jansson. From [31].

Another issue when rendering plantsis to animate them. Making a tree wave with the
wind may seem like a simple problem, but the many parts makes it awkward. We may
choose to make every branch arotational joint, but thiswould be incorrect since the whole
branch bendsin areal tree. It would be more realistic to deform the tree using deformable
object methods.

7.3 Hair, fur and grass

Rendering realistic hair used to be one of the impossible dreamsin computer graphics,
especially in real-time animation. It should be noted that grass, although strictly being
vegetation, is animated in the same way as hair and fur. It shares the same problem; the
shape is not a problem while the numbers is, while other vegetation have complex geome-

try.

In old 3D games, there was an old-style way of doing hair, and that is giving the character
hilarious “ caps’ of low-polygon meshes, which gives them a manga/anime look. But
today, that styleis no longer needed. Instead, we can render the hair with high realism.

For off-line graphics, the movie Monster’s Inc. was one of the significant breakthroughs,
with the fluffy hair of the main character, Sullivan. Doing the same thing in real-time is
also possible today. Thisis agood example of how the massive improvement of perfor-
mance makes the impossible doable.

There are several methods that can be used today, including methods based on volume tex-
tures and parallax mapping. It is not strictly impossible to model each separate hair as
polygons, but the computational burden is pretty unreasonable. The approach that is gen-
eraly used isto use sets of billboards with hair texture. [6] The possibility to reuse the
same texture over and over is big since the detail is so self-similar.
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FIGURE 84. Rendered hair or fur

When rendering hair and fur, Heise [6] suggests that you should use two kinds of fur poly-
gons. On the skin of the furry object, you put several layers of shell polygons, with trans-
parent textures of the fur. The multiple layers give it depth. Then you add polygons
sticking out from the body, called fins.

Fin Shell / Fin

—
-

Body

FIGURE 85. Principlefor fur rendering, with multiple shell polygons on the body and finssticking
out.

Designing the textures may be a problem, but it is mainly a question of drawing strawsin
amore or less random pattern, and including proper noise.

7.4 Water

Modeling and rendering water is yet another challenge which | want to introduce briefly.

The task of modeling water can be done in severa different ways, like:

» Array of volume elements.

» Array of surface elements (asimplification of the former).

* Particle system.

» Harmonic functions modeling wave patterns.

The most exact models are made using mathematical models, i.e. Navier-Stokes equa-
tions, which are about physics simulation, not graphics. See chapter 12. These equations

have been successfully applied for creating very realistic fluids, using arrays of volume
elements.

Rendering water is another matter. Two problems have to be solved, extracting the surface
and rendering.

Extracting the surface istrivia for the harmonic function models, but the others will need
a surface extraction algorithm. | recommend the marching cubes algorithm [73], which
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suits fluids very well. For the volume elements approach, it can be applied directly. For a
particle system, you need to divide space into a grid, counting the number of particlesin
each cell. Another approach for particlesisto map a density function onto each particle,
using the summed density as a function from which to find a treshold.

Here we are moving into a broader field, that of volume graphics, graphics based on volu-
mentric data. Thisisthe subject for chapter 7.5.

7.5 Volume graphics

A relatively new trend in computer graphicsis to work with volumetric data rather than
surfaces[98]. The support for 3D textures as well as the rising performance of GPUs have
made it managable to work with these much larger amounts of datain real time.

Volumetric data can, as mentioned in many places in this book, be created from particle
systems, or be asimulation of continuous data such asfluids, but it may aso be created by
conversion from surface representations such as a mesh.

The conversion of a scene into a volumetric representation has many applications, often
based on the fact that a volumetric representation is much easier to navigate than a mesh-
based one. Remember that we often accelerate collision detection by splitting the scene
into cells. Here we take it further, into more detail.

Global illuminationisalot easier in agrid. Similarily, ambient occlusion is downright
easy in this domain. The problem of following aray in ray-casting and ray-tracing is ssm-
plified to a simple scanning similar to aline drawing algorithm. A particularly interesting
method in thisareais voxel cone tracing, where illumination datais accessed at varying
resolution/filtering using 3D textures and the built-in mip-mapping. [108] Other applica-
tions include processing of faulty mesh objects [101] and detecting suitable boundary
shapes for collision detection [99].

7.5.1 Voxelization, creating volumetric data from surfaces

When creating a voxel representation from a mesh, it may, as always, be important to
remember what the application is. What do we really need? Do we want a volume where
every voxel inside the model isfilled (solid voxelization), or do we rather want athin layer
of filled voxels along the surface (surface voxelization)? This will affect the choice of
algorithm.

An obvious but slow way to voxelize a (filled) volumeis to check each potential voxel
with inside-outside tests, similar to the 2D ones from Volume 1. This requires much calcu-
lations for computing intersections with all polygons.

A popular approach isto render each polygon into the 3D data, much in the same way that
apolygon isrendered to screen. It is possible to use the polygon rendering system in the
GPU, which obviously is good for performance. [104] Actually, it israther an extension to
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the standard polygon rendering, where you convert the pixel found to avoxel and write the
voxel with using the imageStore() functionality.

Sincethisis performed by the ordinary polygon rendering algorithm, using thisfor surface
voxelization comes natural. Thisrendering is performed like this: We must select a face of
the volume on which the polygon will seem to be drawn. It isnot really drawn there, but at
the proper depth into the volume.

A problem with approach thisis that the polygon rendering algorithm is made for finding
all pixelsthat needs covering from aspecific direction, not creating a continuous surfacein
3D. Thus, there may be gaps in the surface. In order to overcome this problem, the poly-
gons must be rendered from the side corresponding to the largest component in the normal
vector of the polygon. See Figure 86.

Render along X Render alongY
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FIGURE 86. 2D illustration of the problem of rendering polygons based on the surfaces of the
volume

In the figure, we render aline of voxelsin the box by rendering the line shown at the bor-
der. If thisisdone along the X axis (left), the line will need very few pixels, and the result
will be broken up in the box (volume). However, dongY (right), we are rendering along
the main axis of the line (polygon) and therefore we will render voxels without gaps. This
isin perfect analogy with the line drawing algorithms in Volume 1.

Figure 86 is, obvioudly, just illustrating the principle mapped to 2D. In 3D we can illus-
trateit like in Figure 87 (adapted from [104] which does it much better).

FIGURE 87. Rendering a polygon from different sides of the volume.
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Even this may not be sufficient. In order to avoid further errors, so called conservative ras-
terization may be used, which means that any voxel touched by any part of a primitive
should be considered filled. On recent NVidia GPUs (Maxwell and up) this has built-in
support.

Does this sound complicated? Another approach is to use the depth buffer [102]. For con-
vex objects, thisis very easy, especially if we want the volume to be filled rather than find-
ing edge voxels. For non-convex shapes, the method is not guaranteed to give a perfect

result, but on the other hand, the errors will often be in areas where they can’'t be seen any-

way.

The simplest approach to voxelization by depth buffer isto render the model twice, once
with back-face culling and once with front-face culling, producing depth buffers giving
the depth of both sides of the model. It should be obvious that this rendering must be made
with parallel projection, unless we desire to sample the volume non-uniformly.

We can trivially expand thisto rendering along all three basis axes, generating multiple
depth buffers which will be able to represent concavities in the model from most direc-
tions.

After producing the depth buffers, the contents of these buffers are used to produce the
voxelization. Here it makes sense to return to imageStore, rendering a quad over the entire
side of the volume, and filling any voxelsinside all depth buffers. The disadvantage with
this compared to the polygon based approach above isthat it isonly suited for solid voxel-
ization, while attempts to use this for surface voxelization on non-convex shapes will
cause gaps.

Now, if we have an existing voxelization, the question is how to store it. Storing volume
data can be very expensive, so there are many methods for optimizing it, like octrees. The
“gparse voxel octree” (which essentially simply means an octree) will give a highly opti-
mized storage, but to the expense of highly data dependent computing with irregular mem-
ory access patterns. Therefore, it may be better to choose less optimized storage strategies.
For example, simple range encoding can be very efficient.

7.5.2 Extracting surfaces from volumetric data with Marching Cubes

The marching cubes algorithm (and its little brother in 2D, marching squares) extracts sur-
faces from sampled data by scanning through the data, placing surfaces anywhere the data
passes a given treshold. This algorithm is particularly popular in visualization of volumet-
ric data, such as tomography scans, but it is just as useful for rendering fluids.

The marching cubes algorithm is a bit hard to clarify in limited space, but the marching
squaresisalot easier. An exampleis given in Figure 88, where each data point is given as
the cornersin agrid, and the extracted surface is made by cal culating suitabl e intersections
in this grid using a treshold of 2.5.
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FIGURE 88. Marching squares (2D version of marching cubes) applied to some data with a
treshold of 2.5. The black spotsindicate the calculated treshold position.

From the cal culated intersections, surfaces are constructed, working on one cube/sgquare at
atime. In 2D, you have only four edges to consider, with 0, 2 or 4 intersections, making
the construction fairly straight-forward. In 3D, the construction is more complicated, with
12 edgesto consider, so you can build a binary pattern from which a configuration can be
found in alookup table, telling exactly which points should be connected to surfaces.

Fluidsisjust one application of marching cubes. Figure 89 shows marching cubes being
used in an augmented reality project from 2010 by Frida Schlaug, editing 3D shapes by
operating in thin air, affecting the density of avolume grid [74].

FIGURE 89. Marching cubes used in an augmented reality project (picturefrom [74])

Note that marching cubesis awell established algorithm, so it is easy to find sample
implementations, if you don’'t want to make your own. Making your own is always a good
thing, but that depends on whether you want an experience or atool.

Finally, we have the problem of rendering. Water is transparent as well as reflective, so a
good water rendering should handle reflections, transparency and, hardest of all, refrac-
tion. Realistic refraction requires the scene behind the surface (e.g. ocean floor) to be pre-
rendered to atexture so it can be accessed from your shader. If you also need to handle
scene changes under the water (fish, submarines) you need to do multi-pass rendering,
preferably using FBOs. The same goes for reflections, of course.
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In chapter 12, we will have alook at some models for deformable shapes that can be suit-
able for water modeling.

7.6 Shading and BRDF

Now, let us switch to the topic of light models and shading. From Volume 1, you should be
familiar with the Phong model:

color =Kkl + Y (Kgli-(N-L) + kgli-(RV)™)
as well as the half-vector variant, the Blinn-Phong mode!.

Thisisthe simple default model that the fixed pipeline in OpenGL uses, per vertex, with
Gouraud shading between vertices. It is easy to use but the result is only half-decent. With
a shader program, you can improve it by using Phong shading. Static lighting can also be
improved by light mapping. So far, no news. The result is not physically based, and can
not represent all materials. See Figure 90 for afew radically different reflection types.
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FIGURE 90. Examples of materials with different reflectiveness

But you can also improve the situation by using more advanced lighting models. A bi-
directional reflectance distribution function (BRDF for short) is afunction that maps
incoming light to outgoing.

BRDF(©;, ), ©g, @)

The four parameters describe incoming and outgoing direction by two angles each. It can
also be expressed as a function of two vectors, in- and outgoing.
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BRDF(L, V)

Thus, given any viewing direction V and alight vector L the function returns alighting
value.

We do not state any specific function that the BRDF should be. The BRDF can be assigned
any function of the parameters. This means that we have much freedom in describing the
light exchange. While simple models like Phong and Blinn-Phong can only describe alim-
ited set of materials, a BRDF can describe materials with very different behavior. One
such kind of material is retroreflective materials, which iswhat you seein e.g. road signs.

A more typical material that needs a BRDF for properly describing it is brushed metal.

Finding the BRDF for a specific material isamatter of using a surface model. Such mod-
elsinclude the Microfacets model, the Oren-Nayar model, the Cook-Torrance model and
the Ashikhmin model. See Astle [6] for more information and code snippets.

Depending on what model you use, you may be able to use an analytical function for the
BRDF, but if that is not possible, then the BRDF can also be defined by an array sampling
the function, stored in atexture. If we can reduce the degrees of freedom somewhat from
the original four, we can reduce the size of such atexture. Another approach to smplify
the problem isto separate the function into two.

7.7 Deferred shading

Deferred shading [6] is an optimization method for shading calculations. It was introduces
as by Deering as early as 1988 but has not been practical for real-time use until more
recently. The traditional forward shading performs all lighting cal culations as the geome-
try passes through the graphics pipeline. This results in much unnecessary shading calcu-
lations for surfaces that are not visible. With deferred shading, the rendering of the
geometry and the shading are done in separate steps.

The trick isthat the geometry is rendered to an intermediate buffer, the G-buffer (geomet-
ric buffer). The G-buffer holds pixelwise information about the position (X, y, z), normal
vector (X, Y, z), material and more. Astle [6] uses three channels (RGBA values per pixel)
while Fahlén [18] uses four. Since the G-buffer needs more than asingle RGBA, it needs
to be several image buffers, which make the multiple render targets feature highly desir-
able, or we will need to run several passes. Floating-point textures are also needed, and,
obvioudly, programmable shaders.

The algorithm for rendering is, roughly, like this (adapted from [18]):

for each object
render to the Gbuffer
for each |ight
for each pixel in the franebuffer
accunul ate framebuffer value fromlight and G buffer
i mage space post - processing
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The post processing may include effects like blooming and tone mapping (see
chapter 5.3).

» The method has some advantages, including
» Eachtriangle is rendered only once

» Each pixel is shaded only once

» Post-processing effects are easy to integrate.
»  Works with any shading technique.

but there are also drawbacks:

» Transparency is difficult.

» All lighting calculations must be done per pixel.
e High hardware requirements.

In scenes with massive overdraw, deferred shading could help, but | don’t consider it the
most important technique today. The effect is usually not major and there are other waysto
deal with performance. For a deeper treatment of the method, see [6].

7.8 3D displaysfor games

This section was written with Jens Ogniewski, partially based on aresearch paper [88] and
an internal presentation [87].

3D displays create the illusion of three-dimensional images with strong impression of
depth by offering each eye of the beholder a different view of the scene. Unfortunately,
from a computer graphics point of view, it is not quite as simple as rendering the same
scene from two different viewpoints. In this section | will give a brief overview of com-
mon pitfalls and discuss how to use 3D displays. Some of the advice will seem to be limit-
ing, but than again thisis often the case for usability guidelines. Keep in mind that you can
bend (or even break) them alittle, aslong as you know what you are doing. By adhering to
only afew points, you should be able to use a 3D display correctly, which can heighten the
atmosphere and the immersion of the user immensely. Note, however, that every game will
profit differently, some might not even gain anything at all.

Not much research has been done on using 3D displays for gaming. They are much better
understood by the video community, and most of the results we find there can be applied
to computer games as well. Most of this section is based on these works.

The following text deals with the following topics:

We discuss important 3D display techniques. Thisis mainly stereoscopical techniques, but
also motion parallax. The stereoscopical techniques include

* Anaglyph 3D

» Shutter-based systems

Other graphics topics 131



» Polarization-based systems
« Autostereoscopic systems

We also discuss motion parallax as an interesting alternative.

Then we discuss problems with 3D display, including:
* Crosstalk
* Eyesdtrain

* Thewander off problem

Then we conclude with a discussion on design considerations and performance.

7.8.1 Stereoscopy systems

Nearly all current 3D displays are using stereoscopy. Stereoscopy is the ability of seeing
three-dimensional based on the differencesin perception between the left and the right
eye. Thisis accomplished by presenting each eye a different view of the scene. They vary
only in the way these images are delivered to the correct eye. Glasses-based systems use
optical filters (shutter or polarization based) for that purpose, while glasses-free (so called
autostereoscopic) systems rely on lenses or lenticules.

The simplest form of glasses-based 3D is anaglyph 3D, using anaglyphical glasses, the
infamous red-green glasses used in early 3D TV experiments and also many printed ste-
reoscopic images. Two different images are presented on the same surface, in different
colors, and the color filters in the glasses separate the two images. Thistechniqueis very
old, first presented around 1853 [90].

Shutter-based systems are the most commonly used 3D displaysin home electronics. They
use glasses which contain transistors that can switch between being either completely
transparent and completely opaque. They will be transparent for one eye if the screen
shows an image that is meant for this eye, while they are opague for the other one. By
swiftly switching between images for each eye it is barely noticeable that only one eye
sees an image at any point in time. This method is nothing new, already in the 80:syou
could buy a set of glasses to be used with the Sega Master System, though the number of
available games were limited.

Polarization-based systems uses polarized light to separate the different images. You prob-
ably know that light can be considered as asinus curve. The questionis: if thelight ray is
moving along the x-axis, and oscillating in 'y direction, how does it movesin z-direction?
The answer in this special caseis. not at all. If you look at this ray from the front it will
appear like aline on they axis. But it hasn't got to be that way. It could equally oscillate
around the z-axis and look like aline on the z-axis instead, as well as everything in
between. This angle between the y- and z-axisis called the polarization of the light. There
arefilters available that let only light pass that is polarized in a certain way, and these can
be used to construct a 3D display. This has the disadvantage that some light may pass to
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the wrong eye, especialy if the observer tilts her/his head. Therefore, so called circular
polarization is used nowadays (see Figure 91).

FIGURE 91. Polarized light: polarized around the x-plane, around the z-plane, and circular
polarization. (Wikimedia Commons)

Thelight is given aspin so that it changes its polarization over time. Note that there are
two possible ways how this change can go: clockwise (from +y to +z) or counterclockwise
(from +y to minus z), so we can use one for the right eye image and the other one for the
left eye image. In fact, thisis the technique that modern 3D cinemas have been using for
years, going as far back asto the first color 3D moviesin 1952.

Shutter-glasses can be more easily adopted to existing home-electronics systems (since
they only require a high framerate), and in fact many of the current displays on the market
already support 3D by this method, especially the more expensive ones. Polarization-
based systems are a little bit more complicated, since the polarization filter has to be built
into the display, which also reduces the resolution of the display by half (one half for each
eye). However, polarized glasses are much cheaper, since shutter-glasses need a built-in
electronic to synchronize with the screen (to be able to set the glasses transparent/opaque
in accordance with the image on the screen). Shutter-glasses also need battery supply for
these electronics, they are heavier and they can be susceptible to flicker.

Finally, autostereoscopic displays don't use glasses at al, but lenses or lenticules to direct
the light of some pixelsin one, the rest in another direction (see Figure 92). The observer
has to remain on a certain position for this to work. There are techniques to get around
this, though none have made a huge impact in the mass market yet.
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Right eye
FIGURE 92. Autostereoscopic display using lenses or lenticules (Wikimedia Commons)

The brute force method to give the viewer more freedom is to have more than two chan-
nels, more than two images side by side. Commercial systems exist that use 5 channels.
This does give more freedom, for the cost of lost horizontal spatial resolution.

When using lenses, the viewer can get much of the emitted light with good efficiency. A
simpler but less efficient method isto use barriers, as shown in Figure 93.

Right eye

FIGURE 93. Autostereoscopic system using barriers (Wikimedia Commons)

Autostereoscopic 3D is one of the most common and long-lived 3D systemsin existence,

in the form of 3D still images, like 3D post cards. These cards are made with asimple ras-
ter surface with two or more channels. Apart from the 3D effect, they are sometimes used

for smple, short animations, using the channels as animation frames.
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7.8.2 Motion parallax

A totally different method of producing an impression of 3D is motion parallax. Thisis
related to “parallax scroll” which was an example of depth cues for pseudo-3D animation
inVolume 1. Instead of stereo this uses motion as major depth cue, taking the viewer’s
position into account. This gives the possibility to observe the object from different view-
points, based on the position of the beholder. You can watch demonstrations of this tech-
nology on-line, by Johnny Chung Lee [85].

In order to implement motion parallax effects in your games you need some kind of user
tracking, to know where the viewer is located. This can be done by awebcam and some
image processing, or devices such as the Microsoft Kinect. This problem simplifies for
hand-held devices, where we can use the up direction delivered by a gyroscope or acceler-
ometer. Some hand-held games do indeed exploit motion parallax with good results. How-
ever, the technigue has the drawback that it is only usable for single-viewer systems.

A study on motion parallax effects, based on using a webcam with user tracking using the
OpenCV library wasdonein our group in 2010 by Yen Tran [89]. As expected, astrong 3D
impression resulted even without 3D glasses or similar stereoscopic technology. A related
study was made by Jonas Andersson Hultgren in 2011 [91], applying motion parallax to a
driving simulator. In both cases, the user will experience improved realism though the
ability to “look around corners’, moving the head sidewaysto get a different view.

It is notable that motion parallax can be used in conjunction with stereoscopic 3D.

7.8.3 3D display limitations and problems

Since all 3D displays only direct part of the light to each eye, their brightnessis reduced
compared to asimilar 2D display. Also, the light separation is not 100%, so each eye may
see part of the light which isintended for the other one. Thisis called crosstalk or ghost-
ing. Guardbands are introduced to minimize these artifacts, e.g. the glasses of a shutter-
based system will be opaque for both eyes while it switches between the images. Similar
techniques exists for the other 3D display techniques as well. These guardbands minimize
the brightness further, and in fact this trade-off (brightnessvs. crosstalk) is one of the most
important decisions when designing a 3D display.

It should be pointed out that alow percentage of the populace (less than 10) isn't able to
see stereoscopic at all, although it is possible for most of them to learn it.

The last, and biggest problem with 3D displaysis, however, eye strain.

Eye strain means that there is too much stress on the human visual system. It expresses
itself in different symptoms, from which headache is the most common. It should be
pointed out that 3D displays are not the only ones subjected to it. Every display can cause
it to some degree. E.g. tube-based screens can induce it by their flickering. 3D displays,
however, are especially prone to eye-strain, since they cause objects to appear at places at
which they are not, and thus deliver conflicting signals to the human visual system. More
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scientifically, the vergence distance (where the objects seemsto be according to the differ-
ences between the images of each eye) and the accommodation distance (where the
objectsreally are) are not the same. The accommodation distance is based on physical
propertieslike focal length, and it isin fact the same principal if focusing with a photo
camera. If watching a 3D display you might notice that theimage is either alittle bit blurry
(meaning your eyes are trying to focus according to the vergence distance) or that you get
double images (in case your eyes are focusing more based on the accomodation distance).

See Figure 94.
% Accomodation distance
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\ergence distance
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FIGURE 94. Vergence distance ver sus accommodation distance

The main goal for the game designer regarding 3D displaysisthen to try to reduce the eye-
strain as much as possible. A possibility to do thisis to keep the scene as ssmple as possi-
ble, meaning using as few objects as possible and limiting the number and speed of
motions were possible, especialy the onesin depth.

Luckily, there are other measures as well, which increase the experience and limit the eye
strain at the same time. Stereoscopy is only one of the so called depth cues that alows the
human visual system to place objects in space. Othersinclude occlusion, distance blur and
shadows (among others) and have been exploited by artists for literally centuriesto add
depth to their paintings. It isimportant that all these cues work together correctly. As well
as they can maximize user-comfort and heighten the immersion if they match, can depth
cues not only limit the experience, but also inevitably lead to eye-strain, if they are contra-
dicting. A classic examplein thisregard, which unfortunately can be seen al to oftenin
current computer graphics, are objects more far away which occlude other objects which
are closer to the observer. This happens mainly due to hub-elements, like the current score
or lives etc. which are blended with the scene after rendering it at a certain, constant depth.

Another important question is whether objects should be placed behind or in front of the

screen. While objects in front are more eye-catching, they are, unfortunately, more stress-
ing for the human visual system. They also suffer from artifactswhich | call the wander off
problem; If objects placed in front of the screen they can be truncated by the screen’s bor-
der. Thislooks very strange and unnatural. Therefore, you should take care to avoid these
situations. | would advise objects to be placed behind the screen in most cases, and save in
front objects for certain shock events, like atrench penetrating the windshield after a car
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crash. Thiswill also help these rare events to stand out more, delivering a more intense
experience to the user when it really counts.

7.8.4 Design discussion

A last thing you should think about is whether your graphical techniques will work in 3D
or not. Basically all effects that fake a 3D impression are questionable and result in com-
promised quality. Billboards, for example, will look like a picture of the object in question,
but not like the object itself. A list of popular techniques and if they work or not (and how
it might be possible to make them work) has been made available by NVidia[86]. Also, be
aware that artifacts may be more annoying in 3D than they arein 2D. Aliasing, for exam-
ple, can become quite a problem, especialy if it is different for each eye. But since this
mainly occurs with objects far away from the observer you can often solve it by introduc-
ing distance blur (which is also a depth cue). For that, you need to render the whole scene
twice, which seemsto be alittle bit costly. But if you are using any other after-effects (like
aHDR-bloom) you might be able to combine them with the distance blur into the same
pass. Polarization-based as well as autostereoscopic 3D displays need to blend the two
pictures for the eyes on the screen anyway, so you might be able to introduce the distance
blur in that step.

Asyou can see, designing agame for a 3D display hasits own challenges, and there are
even more details than | mentioned here. If you want to know more, take alook at a short
seminar | did last year [87], which isagood starting point, especially sinceit provides you
with many useful references. But to give you a short summarized guideline:

Make sure that all depths and depth cues, especially stereoscopy and occlusion, are con-
sistent and natural.

7.9 Other topics

The field of computer graphicsis vast and well researched. There are many other topics
where we could go deeper.

One such areais photon mapping, an algorithm related to ray-tracing. In photon mapping,
rays are traced both from camera and light sources. However, thisis atypical off-line
method that | currently consider of fairly little interest for game programming. For movie
making, things are different.

Yet another subject, which we touched upon above, is augmented reality. Thisconcept isa
mix of computer graphics and computer vision, where artificial objects are inserted into
real videos. Games have been produced based on augmented reality, e.g. using smart-
phones.

Other topics, more interesting for games, are advanced level-of-detail methods and auto-
matic generation of content, subjects that were introduced in Volume 1. They are well
worth going deeper into.
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8. Rigid body animation

Realistic movement and realistic collisions are increasingly important in games. We are
not happy with dull, repetitive keyframe animation or over-simplified, nonrealistic move-
ment. We want animation based on the laws of physics, physically based animation.

This chapter is about game physicswith rigid bodies. | will intentionally be rather brief on
the basic physics. Most of the physicsinvolved istoo basic to deserve a detailed treatment
here. In case you need to brush up your high school physics, by all meanslook it upin
other sources. A great free source isthe SIGGRAPH course notes by Baraff et al. [9] Itis
significantly better than most "game physics' textbooks, so start there. Among available
text books, Parent [8] isagood choice. But seriously, download Baraff’s manuscript and
use that as a complement to thistext. Thistext isasummary, Baraff'stext isthe rea thing.

Now, let uslook at the problem of rigid body animation. There are several aspects of this
problem. | choose to approach the problem from the gaming/animation side. Thereisalot
of knowledge in physics, but | will deliberately only consider the theory that is most
needed. So let us take some cases that we want to handle, and see what we can do about
them.

First of all, let me mention afew different cases that are of interest, and give an overview
of the problem.

Cases:

* Movement and collisions of small objects. Thisis nicely handled by particle systems.
* Movement and collisions of convex rigid bodies. This requires some more tools.

* Movement and collisions of deformable bodies. Thisis atotally different case, which
requires totally different methods. Some of them - but not all - consist of particle sys-
tems where the particles no longer move independently. This case will be covered by a
later chapter.

There are anumber of subproblems:
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Thefirst problem isto model the shape, not only its shape but its position, speed, rota-
tion... There will be some new data needed here. A part of this problem is to update the
data for each frame, to take a step forward in time.

The second problem isto actually detect a collision. Thiswas treated in Volume 1, and
most of what was said there still holds: Work with simplified bounding shapes, go down
on detailed meshes when needed. Subdivide space to make the tests faster. We will add
some new methods for doing the narrow phase.

Thethird problem isto handle the collision. Thisis where things get interesting. There are
many options and surprisingly many pitfalls.

Let us consider each subproblem for two cases: point masses (particles) with spherical
shape and asimple rigid body, an arbitrary polyhedron.

8.1 Case 1. Animation of point masses

Since thiswas covered pretty well in Volume 1, thisis mostly arepetition.

8.1.1 Data representation

For objects modeled by point masses, we may represent the object with position, speed
and mass, alowing no rotation or setting it explicitly.

All the information about the particle can be represented by a simple data structure:

X(t) translation
v(t) speed

f force accumul at or
m nass

So in order to run an iteration, you sum all forces that affect the particle (gravity, fric-
tion...), calculate acceleration as a = f/m, update the speed from the acceleration (v(t+A) =
v(t) + A-a) and the position from the speed (X (t+A) = X(t) + A-v(t+4)). Thisis Euler inte-
gration, which is generally OK for independent particles. The more they interact, the bet-
ter integration you will need. See chapter 10 for better integration methods.

8.1.2 Coallision detection of point masses

For spheres, it isjust a matter of distance. Finding the point of impact is reasonably sim-
ple. The spheres can be separated at the shortest possible distance. Thisis simple and
works well aslong as speeds are not too high. An alternative isto calculate the point of
impact from their speeds.
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8.1.3 Callision response

As described in Volume 1, making particles collide in realistic waysis not too hard. First
of al, you might want to separate the objects, since you may get repeated collisionsif you
don't. Second, you need to calculate the new speed.

For equal mass, it isamatter of splitting the speed vectorsin normal and tangent compo-
nents, and exchange the normal components between the objects. For the more general
case, you preserve momentum (m-v) and calcul ate the result from that.

Many of the possible problems that may occur here are similar to what happensin the full
rigid body case, so | leaveit for now. All in al, point masses are really simple to work
with. But what if we want an object that can rotate, so an off-center hit will makeit rotate,
aswell asif it slides over afloor? Thiswill turn out to be awhole lot harder.

8.2 Case 2: Animation of rigid bodies

With rigid bodies, we add one feature: rotation. Thisis, of course, avery big step. Rigid
body dynamics can fill entire courses. We do not have the room for afull treatment here.
Thiswill rather be an overview.

8.2.1 Datarepresentation

In order to support rotation, we must add rotation parameters to the state. In the smplest
case, a shape that is totally rotation symmetric, the rotation and rotation speed will do. In
order to handle other shapes, we also need to model the moment of inertial of the shape.

Most other sources start this problem by going through all the components, and then put-
ting it together at the end. | will take the opposite approach. Let us start with the result and
then look at the parts. The question is. what do you have to do to implement a simulation?

I will mostly follow the model of Baraff [9].

The total state vector is;

X(t) translation (vector)

R(t) rotation (matrix)

P(t) linear nomentum= [ r dm (vector)
L(t) angul ar nomentun? = [ r x v dm

The shape needs a set of constant parameters:

m the nass
J: Inertia matriXx
Center of mnass

1. Troghetsmoment
2. Rorel seméngdsmoment
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The center of mass may be given implicitly by placing the model properly centered on it,
so the center of massis at the origin of the model coordinates. In that case, no extradatais
needed for the center of mass.

The speed and rotational speed are implicit from the momentum and angular momentum,
so we do not need to include them as separate variables.

In order to update the state, we need the first derivatives:

v(t speed

w(t)-R(t) angular speed multiplied by rotation
F(t) l'inear force

T(t) torque

Given thefirst derivatives, it is possible to integrate the state vector to anew state. Alas, |
have not given formulas for computing the first derivatives.

8.2.2 Calculation of thefirst derivatives

The next question is how we calcul ate each of the parametersin the first derivative. Once
we have all first derivatives, we can update the system by stepping in that direction.

The speed isthe easiest part, it is calculated from the momentum and mass as the momen-
tum over the mass:

_ 1
v(t) = P I]r?]

Thelinear force F(t) is simply accumulated from external forces. How to calculate them s
amatter that we will have to return to later.

The Torquel T(t) is similar: For each external force f, you take the cross product between
the force vector and a vector r from the center of mass to the point of impact. The cross
product is the torque.

T=rxf

Just a note about applying forces. Should we really apply the force both asafull linear
force and arotational one? Isn't the force split into different effects, so some of the energy
IS spent on rotation and some on transation?

Consider aforcef acting on a point at radius r from the center of mass. You can assign
three help forces, onef at the center of mass and the other two f/2 at radius r at opposite
direction. These three help forces cancel each other and change nothing.

1. Vridmoment
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f/2 /2

FIGURE 95. A force (bottom right) with help forces (top and lower middle)
The two forces on the right can be summed together and we get:

f/2

f ff/2

FIGURE 96. Resulting forces with trandational and rotational effects separated.

Itis pretty obvious from the figure that we have aforce f that acts directly on the center of
mass to cause trandation, and forces of 2-f/2 = f that only cause rotation.

This double effect of asingle force is also discussed by Baraff [9] in his section 5.5,
“Force vs. Torque Puzzle®.

In the figure above, the force is perpendicular to the surface. When thisis not the case, a
first step should be to consider friction. Then you need to split the force into a tangent and
aperpendicular part, and change the tangent part depending on friction. This splitting of
forces was also discussed in Volume 1.

L et us continue with the first derivatives. The rotation speed is the biggest problem. The
rotation speed (denoted w) as such is simply a 3-component vector, where the direction
shows the rotation axis and the length speed. However, its dependency of forces and
torque is somewhat complex since it depends on the current rotation of the shape. It can be
calculated this way:

Therotational (angular) momentum L and the rotational speed has the following relation:
L=Jw

where Jis the moment of inertial. In 2D these are scal ars, but in 3D L and w are vectors
while Jisamatrix. Thus;
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w=J.L
Sinceit isa3x3 matrix, inverting it should not be a problem.

The moment of inertia, J, is the relation between torque and resulting rotation, how much
it “resists rotation” to put it in simple words. Let us wait yet some time with its definition
and calculation, and return to it below (after the summary box). For now, it isa3x3 matrix
that is given by the geometry of the object (and its mass, density, density variation...).

However, J above is the inertia matrix® for that specific rotation of the body. Thiswill be
different for every possible rotation. In order to get J and its inverse, we start with the
moment of inertia matrix calculated for the shape in its non-rotated position, model coor-
dinates or “body space” as Baraff callsit. Let uscal it Jyqqy.

Weinvert it to Jbody'l. But in order to calculate the rotation speed, we must also rotate it to
match the current orientation of the object in world coordinates. Thisis done by

T =R-Jyoay T RT

Thus, we need to keep Jyoq, ™ with the shape, and calculate J* and from that ca Fine. That
leaves the weird last step:

dR = w (t)-R(t)

Not only did we need the rotation speed, we also need to form amatrix from it, w". Given
avector w = wy, W\, W, it lookslike this:

0 -w, w
w, 0 -w

W= Wy 0

Thisis an antisymmetric matrix that really is the cross product rewritten to a matrix:

0 —w, w||x -y, + Zw, W,

y y x| X
w, 0 -,y = | Xw,—zw, | = || *|y
-0, w, 0 ||Z —X@, +yw, w, [Z

Now we have most componentsin place and | can make a summary:

1. The moment of inertiais often denoted |, when it is scalar, but as a matrix this conflicts with the identity
matrix .

1. Troghetsmatris
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State d/dt Cal cul ati ons:

X v F = sumall forces
R drR v =P1m
L T
Cal cul ati on of dR
Const ant s: J1 =R I e R
I L odel w=2J1.1L
m w* = OossMatri x(w)
dR = w*-R
Tenpor ary:
Y,
[0V]

FIGURE 97. Summary of rigid body motion
Now thereisjust one big holein this presentation: The moment of inertia.

For a point mass rotating around a specific axis at distance r, the moment of inertiaisa

scalar J= m-r?. For aset of particles we can sum them together. When thisis generalized
to 3D, we get the following matrix [9]:

2 . 2
m(ry+ i) —Mirry, Mg,
J= 2 2
IZ —Miri iy MMty —mirr,
2 2
| TMiNyTiz My M+ ry)|

Itis, of course, possible to expressthisasanintegral. If it is easiest to calculate by an inte-
gral or asum is up to the implementation. A sampling of a body will give a perfectly
usable inertia matrix, while the integral, of course, will be more exact.

It is possible to simplify this matrix to only include the diagonal components, to diagonal-
izeit, if itsdefault position is aligned with its principal axes. This principal axes are found
as the eigenvectors of the inertia matrix. [28] For simple bodies like a rectangular box, its
principal axes are parallel to its edges, so the inertia matrix of an AABB is adiagonal
matrix!

So calculating the inertiamatrix is not impossible in any way. Do you still feel like making
simplifications? As long as your object is not extremely asymmetrical, you can assume
that the inertiamatrix is adiagona matrix, and if it is compact, you can assume that the
components along the diagonal are similar. As amore general simplification, you can cal-
culate the moment of inertia by a straight sum of the vertices, each with an equal part of
the mass, and you can put a big mass at the center if you want to make it behave lesslikea
thin shell.
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That was quite afew symbols, and some non-standard operations, but the number of pages
to describeit is pretty small. The same holds for a straight-forward implementation.

8.2.3 Implementation

I will now outline the algorithm as such. It will be somewhat similar to the code snippets
by Baraff [9].

| assume that you have bunch of linear algebra functions:

» Dot product

e Cross product

» Matrix multiplication

* Inverse of 3x3 matrix

e Transpose a 3x3 matrix

We need one less obvious utility function:
» CrossMatrix, creates the matrix for cross product from the speed vector, as given above.

A data structure is needed for the shape and its state:

Ri gi dBody = record
/! Const ant
nass: QA.float;

J, Ji: Matrix3D, // inertia matrix + inverse
/] State

x: Poi nt 30

R Matri x3D

P. Point3D, // |inear nomentum

L: Point3D, // angul ar nonentum

/1 Accumul ated quantities
Poi nt3D, // accumnul ated force
Poi nt 3D, // accumul at ed t or que

=m

[/ Tenporary vari abl es

Jiloc: Matrix3D, // Inverse, |ocal coord

v: Point3D, // speed, calc fromP

omega: Point3D, // rotation, calc fromL
end;

| useinstances of this structure, named rb (rigid body) below.
Initialization:

Set the constant parts, including calculating and inverting the inertia matrix. Set the state
to the desired initial value.

Run an iteration like this:
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e Zero accumulated quantities (Fand T).

e Calculate speed (v) and inertiamatrix (Jinv):
rb.v :=rb.P* (1/rb.mass); // P/nass;
R := Transpose(rb.R;
rb.Jiloc :=rb.R* rb.Ji * R; // R* Ji * R
rb.omega :=rb.Jiloc * rb.L; // Jiloc * L

» Apply forces, accumulating F and T. We must have a resulting position for the impact

of the total force.
rb.F :=rb.F + F
rb.t :=rb.t + locallnpact x F;

e Calculatethefirst derivative of therotation. | calculate it times the time step since that

iswhat we need later anyway.
Rd := GossMatrix( rb.omega * deltaT ) * rb.R);

» Update: Using the first derivative, ssmple Euler integration is performed by, for each

component, adding the derivative times the time step.
rb.x :=rb.x + deltaT * rb.v;

rb.R = MitrixAdd(rb.R Rd. deltaT);
rb.P :=rb.P + deltaT * rb. F;
rb.L :=rb.L + deltaT * rb. T,

Finally, we must make sure R stays orthonormal!
O thoNornal i zeMatrix(rb.R);

| deliberately chose to make a ssimple Euler step, which makes my implementation alot
shorter and simpler than others. Baraff packs the entire state into a vector, sendsit to an
integrator, and unpacks. Thisisnot abad thing, but | left it out to add as a separate feature,
which is the subject of the next section.

8.2.4 Integration of rotation

This additive approach isjust fine for all components but one: The rotation. Linearly add-
ing afraction of the derivative of a matrix to the matrix in order to find new states, does
that really have any meaning at all? Sure, the infinitesimal step is correct, but since the
function isinherently non-linear, it will obviously go wrong very fast. A very first, mini-
mal thing to do about this is to make an othonormalization step after each iteration.

What Baraff suggests isto make a single, dumb vector out of the entire state and integrate
the best you can, and put back. It is made a vector in order to be sent to an integrator that
will have no knowledge of the meaning of each part, and thereby be general and easy to
replace.

What we have now is a physics simulator that actually works. Aslong as the speeds as
well as the step lengths are small, it will behave pretty well even with Euler integration. |
can apply aforce and the object will trandate and rotate. With better integrators (Baraff
suggests fourth-order Runge-Kuitta) it will be more stable and allow higher speeds.
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But using better integration methods is only a part of the solution. Since we give the simu-
lation the very strange task of integrating matrices, which is somewhat like interpolating
between them, as away to do rotation, we should ask if the representation istruly suitable.

The standard answer is “use quaternions’, and that is not abad idea. A quaternion is an
entity that consists of four numbers. When used to represent rotation, three of its compo-
nents actually form the rotation axis. Just knowing that is enough to realize that quater-
nions are not magical at al. We will return to them in alater chapter.

There is one more answer. How about representing the rotation by a vector, just like the
rotation speed? Thisis, surprisingly, an option that isignored by most literature. (Not,
however, by Parent [8].) You can fully represent a 3D rotation by not four but three num-
ber, a simple three-component vector, by making the magnitude the amount of rotation.

In both cases, it becomes easier to apply the rotation by a change of rotation instead of
corrupting a rotation matrix.

8.3 Coallision detection

InVolume 1, | covered the following collision detection methods:
» Spheres are tested using their radius.

» Polyhedra-polyhedra collisions are tested based on the Separating Axis Theorem
(SAT).

* Mixed situations, spheresto polyhedra, is done with a modified approach.

» Spatial subdivision (hierarchical groupings, BSP, quadtrees) are used for limiting the
number of tests.

« Simplified bounding shapes are used to simplify the tests (the broad phase-narrow
phase method).

The weakest part here is the polyhedra-polyhedra collisions. The basic SAT-based inter-
section tests will detect a collision of convex polyhedra, but it will not do it very effi-
ciently, and it will not report a well-chosen point of impact. Every vertex in each shapeis
tested against every plane in the other, both ways, and the sameis done for edges, whichis
even more expensive.

We can see some possibilities to optimize this. Oneis hinted in Volume one: If you
remember which plane that was the separating plane the last time, it may be the right one
in the next frame as well. Such information can accelerate the process significantly.

We may do further optimizations, e.g. by testing those vertices and surfaces that are clos-
est to the center of the other. We can consider adding some information to our models.
Polyhedra are typically built from triangles, referring to vertices by indices. A simple
improvement of the representation of a polyhedrais to add information to each vertex,
referring to each triangle it is used by. Then we can iterate over the surface searching
locally for the point we are looking for. Thisisindeed what is done in some algorithms.
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In the following, | will discuss two specific methods:
* Intersection volume calculation.
» Closest point calculation with the GIK algorithm.

8.3.1 Intersection volume calculation

A very straight-forward collision detection is to calculate the intersection volume. This
may sound complicated, but it is not necessarily more demanding than the SAT-based
algorithm from Volume 1.

In order to calculate the intersection volume, all vertices of one polyhedraA are tested
against the faces of another polyhedra B. We do that one face at atime. Each face definesa
plane, splitting 3D space in two halves, the “inside half-plane” and “ outside half-plane”.

Using thisinformation, all partsof A that arein the “outside half-plane”’ are cut away.
Faces with all vertices outside are discarded, and those with some vertices outside are

split.

\
\

P

D
\

FIGURE 98. Inter section calculation. The polygon A is split over a plane defined by a face of B.

With some luck, or agood choice of first planeto split by, shape A will quickly be reduced
to amuch smaller shape than the original, containing little more than the vertices that are
actually overlapping B, which will speed up the completion of the process. After all faces
of B have been tested against the progressively smaller remains of A, we will produce the
Intersection volume.

Thisis not the most efficient method around, but it is fairly simple and produces the inter-
section volume, which in itself has a valuable information that can be used for high preci-
sion collision handling.

8.3.2 Closest point calculation with the GJK algorithm.

The Gilbert-Johnson-Keerthi algorithm, GJK for short, is an efficient and popular solution
for collision detection [70]. It does not produce the intersection volume, but rather finds
the closest points of two convex polyhedra. If the result of the last test between the two
shapesis saved and used as starting point, it can be extremely fast.
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Ericsson [4] gives afairly mathematical description of GIK. Here, | will attempt to explain
it from amore intuitive view.

GJK is based on support mapping, which is the task of finding the extreme point of a
shape in a specified direction. In the figure below, the support mapping of the shape A
along the vector v, S (v), resultsin the point p. It should be obvious that this can be calcu-

lated by the dot product, so that for a shape where the vertices are py for a certain range of
K,

Sa(v) = p; Where i maximizes vep

FIGURE 99. The support mapping of the shape A along the vector v isthe point p.

The following figure is our example case. We wish to test two shapes, A and B, for colli-
sion. Asyou can see from the figure, they do not collide, so thisiswhat the GIK algorithm
should result in. But we will now see how it figures that out.

A

7

FIGURE 100. The two shapesfor our GJK example.

The GJK agorithm implicitly usesthe combined shape of two shapesA and B, the dilation
of A by the negated (convoluted) B, the Minkowski sum A[]-B. See the next figure. We
will now, in thefigures, follow both the sum and the separate shapes through the search for
the closest point.
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All-B

FIGURE 101. The negated shape -B and the Minkowski sum A(-B).

The GIK algorithm should start in some point on ACJ-B. We call that point pg. This point
corresponds to one point in each of A and B, called pgs and pgg. From pg, a support map-

ping is calculated towards origin. This corresponds to a support mapping along the line
from pga t0 pog- The support mapping resultsin the point p,, corresponding to p; and
p1g- Theidentity of these two operations can be written:

San-e(Po) = SalPoa - Po) - Se(Pog - Poa) = Sa(V) - Sg(-v)

- Pos

1‘1 '

P1B s

A

pl,/l
Poa A a—

A0 ~A\D-B

Po

FIGURE 102. Thefirst step of the GIK algorithm, on separ ate objects (left) and combined (right)

In the following iteration, we take the support mapping of the normal vector to (pg-p4)
towards origin, resulting in p,. Now pg is farther away from origin than any of the other
two and can be discarded.

P2B A

l: P1a
P1g A p#i
- ak -
Y o AO-B
p2o—4d Po

FIGURE 103. The second iteration finds a third point p,.

One more iteration, using p; and po, finds ps.
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FIGURE 104. In thethird iteration we find the last vertex p; and from there thefinal result py.

Since p3 isno better than p,, we are on aface. Aslong aswe make sure thisisn't aface on
the opposite side, the final result can be calculated as a point on thisface, p4. The position
of p4 will tell whether A and B collide or not.

Asyou can see from the exampl e above, the support mappings for A[J-B correspondsto a
walk among the verticesin A and B. We start in two arbitrary vertices, one in each shape,
make a support mapping to find another pair. From there we use support mapping again to
find new vertices that are good candidates, until we can detect that we have reached the
minimum.

The support mapping calculation isavital part of the algorithm and must be made effi-
ciently. A naive implementation would search all vertices. Doing that kind of search for
every iteration would make the algorithm slower than our earlier ones. Instead, it should
be found using hill climbing among local neighbors. If the connections to the actual neigh-
bors are complemented by well chosen “artificial neighbors’ [4] then we do not only find
the desired vertex faster, but we can also use that to get out of local minima on the back-
side (although that is not really an issue when used for GJK).

Another important aspect isto re-use the result from last time. For the example above, let
us consider the next frame, looking something like this:

A
P1a P1
P1g = P3pt—2A pQALB ) o

FIGURE 105. Next frame for A and B, where p; and p3 are excellent starting points.

B has moved, so the closest point will change, but unlessA or B rotates violently, p; or p3

will provide very good starting points, often making the algorithm finish in asingle itera-
tion, that is constant time. Thisis called vertex caching.
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GJIK will make the collision detection very fast indeed, and provide one closest point. This
point is still not necessarily well chosen as arepresentative for the whole collision when
two objects meet face to face, but for other kinds of collisionsit is sufficient. A modifica-
tion that outputs a whole face in the case of planar collisions can help somewhat, but we
may still need to extract better information.

It can be noted that GJK is easy to extend to handle moving objects. It is simply a matter
of sweeping the volume covered by the movement. This holds for many other algorithms
aswell.

8.3.3 Other methods

There are, of course, other advanced methods, like the full k-DOP method that breaks up
the shapes in sub-shapes. Hierarchical subdivision of models has growing popularity and
may become the winning solution. So even if | aimost skip this problem completely here,
it iswell worth studying. Did | mention that you can create image-space collision detec-
tion algorithms?You can make collision test using the Z buffer. Etc...

8.3.4 Non-convex shapes

It should be noted that most collision detection algorithms work for convex shapes only.
Non-convex shapes are alot more complicated to handle. Three ways to handle them
include:

» Calculate the convex hull of the shape and use only that, thus making it convex.

« Subdivide the shape into a number of convex shapes, and use the algorithms for convex
shapes on the parts.

» Represent the shape by a progressive hierarchy of spheres, as outlined in Volume 1.

8.4 Collision response

Once we have detected a collision, we need to make aresponse. Thisisatopic where |
was brief inVolume 1, so | will discuss this a bit more than collision detection.

There are many waysto deal with collisions, so | will try to list alternatives and discussthe
implications. Many questions boil down to whether we allow objects in our smulation to
overlap or not. Obvioudly rigid bodies should not overlap during extended time, and not
even for short periods, but unnoticeable overlap can be acceptable. Allowing overlapis
simple, but clearly less exact.

A related question isthe time of collision. When allowing overlap, we can happily use con-
stant time steps, and if objects overlap we do our best to separate them. Constant time
steps may also disallow overlap, but then it has to separate objects immediately on over-
lap, and that will often cause other objects to overlap. In any event, constant time steps
imply that the time of impact is the time when we detect the overlap.
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Another option, for higher precision, isto back up timeto the time of thefirst collision that
occurred. Thisis often not possible to do exactly (due to complex shapes and/or complex
movement) so it can be done by approximations and subdivision of the time step.

Perfection is hard to achieve, though. What happensif complex objects move fast? We can
miss some collisions, and when we back up time, the missed collision causes an overlapin
the denser time scale. Can that be detected, is it worth the price?

Now we have atime of impact. What about the actual response, change of positions and
velocities? There are three options:

» Kinematic response
* The penalty method
* Impulse force calculation

Kinematic response is simple. It involves no forces. Inits simplest form, we just separate
objects. We can also change velocities in the way that | suggested in Volume 1: split the
velocity vector in aparalel and perpendicular part, and play with the perpendicular part.
Whilethisisnot at all incorrect for certain situations, it isnot afull smulation that covers
all cases.

The penalty method is aforce-based method for simulations allowing overlap. When a
point isfound to penetrate another object, that point is*“penalized” by aforce that pushes
it outwards. The force is proportional to the depth of the overlap, which effectively makes
the penalty force act as akind of spring force.

This method is avery heuristic method where the magnitude of the penalty forceis not
rooted in physics, but rather arbitrary. | would argue that it should not be applied sepa-
rately on every separate point (vertex) since that can make a multi-vertex collision result in
avery big force while asingle-vertex collision would result in amuch smaller. Using a
combined responsg, it is possible to give the penalty force a reasonable dependency of the
mass and speed of the objects. It would even be possible to derive a suitable impul se that
would be correct... but then we are straying into the third response method.

Impul se force calculation is the third, and most ambitious method. It is most suitable for
the back-up-time method for time of collision. This method is highly readlistic. A physi-
cally based impulseis calculated from the state of the colliding objects, and if correctly
applied it should push the two objects apart.

Thisisnot entirely trivial though. Complex, non-convex objects are dangerous. It isall too
easy to find positions where even awell calculated impulse will rotate the object right into
anew collision. To simplify the following discussion, we look at frictionless collision.

The impulse isamomentary change of momentum. It is defined as aforce F during atime
At. Inits continuous form, At isinfinitesimally small, but in the discrete time of a com-
puter simulation, it is simply the time step of the simulation.
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Momentum should be preserved, and for every force there must be an equal forcein the
opposite direction. Both these facts state that a collision should result in an impulse on
each object with the same magnitude but opposite direction.

Imp = FAt = m-aAt = m-Av = AP
Thus, the changein velocity is
Av = Imp/M
The impulse a so produces atorque:
Timpulse = I X Imp
where r is avector from the center of mass to the point of impact.

Take two objects, A and B, with mass m, and mg, that have been found to collide. The

point of impact is p. For each object we form the vector from the center of mass to the
point of impact:

ra=p-Xxat)

rg=p-Xg(t)

FIGURE 106. Therigid bodiesA and B in collision in the point p.
We need the speed in the point of impact p for each object to find the relative speed.

Since the change we wish to do is momentary, we look at the speed before and after the
collision, denoted v- and v

VpA :V-A+(}O-A N

VpB :V_B + (D_B XTIpg
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Vig = (VpA - VpB)
Since we stated that the collision should be frictionless, the impulse will be along the nor-
mal vector in the point of impact. (Finding the normal vector is a problem of its own, but

assuming a vertex-to-surface collision it is the normal vector of the surface. We can also
use the separating plane approach.)

Then we write the relative movement projected on the normal vector as:
Vi = Vrg *N=(Vpa - Vpg) * N
The impulse can now be written
Imp=ijn

where j isascalar that we wish to find. We can find it by calculating the resulting relative
velocity with j as unknown variable.

V+A = V_A + jn/mA
V+B = V_B - jn/mB
+ - -1 CY = 4l L
WAZWA+IAT(raxn)=w p+]jla(ra xN)
wp=wg-lg(rgxjn)=wpg-jlg™(rg xn)
Note the negative contribution for the B parts, since the opposite impulse works on B.

These four equationsall includej asafactor in one of the terms. Therelative velocity must
change from the collision according to

+ — -
Vird =€V

where € isthe coefficient of restitution, the elasticity factor, which can be anywhere from O
(plastic collision) to 1 (elastic collision). It should be determined from the materials of A

and B. The relative velocity before impact, vy Was given above and can be written:
Vig =(Vpa-VpR) *N=(VpA+Wa XIpA-Vg-WgXrg)en
Similarly, the relative velocity after impact iswritten:
Vi = (VA + 0 A XTp- Vg -w'gXrg)en

= (Va+in/ma+ (@ a+ilaraxn) xra-Ve+jn/mg - (wg-jlg(rg xn)) xrg)en
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=Vig +j(/mp + 142 ra xn) xrp +n/mg +1g7(rg xn) xrg)en
Insert thisin v,y = -€v" 4 and you get
(& + DV =j(/Mp + 147K (rp X N) X 17 + /Mg + g (rg X N) X Tg) * N
=mpt+mgt+jIaHra xn) xrp +1g7H(rg x ) 1) o
which gives us the final formula:

—(e+ 1)V rel
i+i+n. (|;1(rAxn) Xrpt |_Bl(I‘BXn) X I’B)
My Mg

j =

Thisisthe samefinal formulaasin [8] and [9]. As usual, check out Baraff for amore
detailed work.

The formulamay seem complex at first glance, but when you think about it, it isjust afew
simple cross products with known parameters.

This described a case where the two objects play on equal terms. Maybe you want to use
this with fixed objects that are not allowed to move even alittle? One way to make a fixed

object is suggested by Baraff. You set the mass to infinity, thereby m™ to zero, and you set
the inverse inertia matrix to all zeros too.

8.5 Friction

In the formulas above, we did not take friction into account. As noted above, any impact
on asurface that is not perpendicular to the surface should not be projected on the normal,
but split into normal and tangent parts.

The tangent part may or may not result in sideways movement. | will here cover the basic
rules for friction, so you can apply them as appropriate in your situation.

Consider an object resting on asurface. If asidewaysforceisapplied to it, it would start
moving unless there was an opposing force. If thereis any friction at all between the sur-
face and the object (and there alwaysis) there will be an opposing force, the friction force.

So up to alimit, the friction force and the pushing force will be the same. Thislimit iscan
be fairly well approximated by afriction coefficient pgF,,, where F, isthe force between
the object and the surface. Thisforceisin reaction to any other force applied to the object,
like the force Fy due to gravity, asin Figure 107. F, and Fy must be equal and with oppos-
ing direction, just like the pushing and friction forces, to sum up to zero, or else the object
would accelerate.
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Ftriction = -Fpush
IFrictionl < IMsFrl > | Fousn

FIGURE 107. A static object generatesafriction force limited by its force against the surface

This becomes slightly more complicated if several forces are applied to the object, but it is
really only a matter of summing them.

If the pushing force is bigger than pgF,,, then the friction can no longer keep the object

still and it starts move. There will still be afriction force, but now it is approximately con-
stant, using another friction coefficient: p, -F,, (where k stands for kinetic).

-Ftriction = Mk-Fn Foush

FIGURE 108. A moving object (in this case accelerating) generates a friction force proportional to
theforce against the surface

We note that if the surface is slanted (Figure 109), the reaction to Fq will be split along the
surface into F, and Fy,qn, SO in that case the push comes from gravity, a popular special
case of applying friction. Given pg = 0.5, at what angle will the object start sliding? (Wait,
will I not need Fy too? Why not?)
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Fgn

Fg = Fgn + Fpusn
FIGURE 109. A slanted surface; When will Fp, g, Overcome Fyjgion SO the object moves?

In the case where Fy is constant, thereby also F, the friction force varies with the pushing
force according to the curve in Figure 110.

Ftriction

Static Kinetic

o Fpush

FIGURE 110. Typical friction force for varying pushing force

Thus, static friction will be proportional to the pushing force, while kinetic friction will be
constant (again, approximately). The bump at the border between the two parts is due to
the difference between the static friction constant pig and the kinetic friction constant p,
where the latter is generally smaller than the former. That is, it takes a certain force to get
an object moving, but a bit less to keep it moving. We know that intuitively but it istrue
and can be measured.

When applied to the impul se cal cul ations above, thiswill affect the force a ong the tangent
of the collision, limiting it depending on the normal force and the friction coefficients.

8.6 Resting contact

A different case where friction also plays a part is resting contact, but the subject is about
even more important things. Detecting whether two object arein contact so that they lieon
top of each other rather than bounce off, it isimportant for two reasons:

» Thework on collision detection and impul se calculations can be reduced significantly.
» Objectsthat should cometo rest do that instead of making small jumps all the time.
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We define that two objects arein resting contact if their relative velocity is below acertain
treshold. When that happens, we can stop calculating their forces towards each other but
instead consider them constant, and even stop moving them until some new force appears
that changes the situation.

Thisisnot assimple asit may seem. While momentary collisions can be handled well one
contact point at atime, aresting contact will have many contact points.

In particular, we can not just pick the first vertex that we find that overlaps, and apply an
impulse there. If an object lands on another, say a cube on a plane, all four corners will
overlap, but if we calculate the entire collision on the first one found, an impulse will be
calculated for that corner alone, and the result is that the cube starts “ dancing”. If, instead,
the center of the overlapping volume was used, or all the overlapping vertices were found
and a center point was calculated from them, the cube would get an impulse to its center
and the collision would be more gracefully computed.

There are anumber of rulesto follow, that are harder to handle in this case:

» Non-interpenetration constraint. The objects must be prevented to moving into each
other. Note that this may happen slowly if we don’'t explicitly stop it, due to numerical
errors.

» Forces must be repulsive, they may never move objects together, only push them apart.
» When objects separate, the force between them must go to zero.

Solving this strictly requires handling all the contact points at the same time while fulfill-
ing the constraints. See Baraff [9] for details.

Isit possible to simplify this seemingly simple problem?Yes, to some extent, but the con-
clusion of most attemptsisthat there tend to appear tricky cases where you get unstable or
otherwise unwanted behavior.

8.7 Constraintsand joints

An important part of a physics system isthe possibility to connect objects together, to
apply constraints to their motion.

The most basic constraint on objects movement is disallowing them to move into each
other. If objects are in contact, aforce or impulse must push them apart, and this force
must go to zero when the are no longer in contact.

Other kinds of constraints are joints, who connect objects more or less permanently to
each other. Typical jointsinclude:

» Ball-socket joints, alowing free rotation, although with constraints on how far it may
rotate.

* Hingejoint, allowing rotation in one direction only.
 Slider joint, allowing (and controlling) distance between the objects.
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A constraint can be hard or soft. A hard constraint should be fulfilled immediately if at all
possible. A soft constraint, like a spring, will introduce force to move the connected
objectsto the desired distance/direction, but other forces may successfully opposeit. Hard
constraints can come in direct conflict, while soft constraintsin general can not.

A particularly popular example of aconstraint system istheragdoll. You can make afairly
nice ragdoll system with afew particles and hard distance constraints. See further

Every particle needsits position, velocity and mass. According to verlet integration
(chapter 10.2) you can replace velocity by the previous position. It must also have storage
for accumulating all forces it may be affected with.

Every joint needs to know two particles and its length.

Create a stick figure with particles as hands, elbows, shoulders (possibly one particle),
head, hips (one particle), knees and feet. Connect them pairwise by joints.

Then you can run animation like this:

e Update all particles according to their mass and vel ocity.

» For al joints, make sure the distance between them is as specified.

» Accumulate forcesfor the next pass. (Add forcesto make it fun here, like user controls.
Being able to pull a particle with the mouse is a common control.)

* Render the ragdoll according to the positions of the particles (possibly using skinning).

Updating the length is really the only part of the system that isn't trivial by now, and it
isn't hard. The vector between the two particlesis modified to the right length ssimply by
moving the two particles along the vector, depending on their mass.

Thisisrealy just afirst draft to aragdoll animation system, but it works surprisingly well.
In Figure 111, you see aframe of animation from aragdoll system that is based on this.

FIGURE 111. A simpleragdoll animation

Testing al joints sequentially is cheating, it will create significant errors, but despite that,
the result of this ssmple scheme will give you a pretty nice ragdoll animation, which tends
to be remarkably stable. There are many steps left, collision detection and handling, and
rotational constraints, and when you add these, you will find that you need to be more
careful in order to keep the system stable.
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A system for joints and constraintsis avital part of physics engines, our next subject.

8.8 Physicsengines

Obviousdly, collision detection and handling for rigid bodiesis not quite as simple as one
may hope. However, since the physicsis so well-known and generdl, it is feasible to pack-
agethat into alibrary, a physics engine. There is a pretty large number of physics engines
available, both commercial and free.

Freely available physics enginesinclude

* ODE (Open Dynamics Engine) [24]

* Newton [25]

e TrueAxis[26]

* Bullet

* NV Physics

e Opa

e BRL-CAD

» Tokamak

e Chipmunk

and commercial enginesinclude
* Havok

* Novodex

* PhysX

* Vortex

Since this book is written with course projectsin mind, | choose to focus on the free alter-
natives, without for a moment ruling out the commercial ones for bigger projects. The
most popular free alternative is without doubt ODE. Newton and True Axis are other alter-
natives that have been recommended. As always, your mileage will vary, so you should
always check out more than one and consider how well it fits both your coding style and
your needs.

Cross-platform capabilitiesis awaysworth considering. ODE, Newton and Chipmunk are
all cross-platform, supporting MS Windows, Linux and Mac OSX. The Chipmunk engine
is 2D, which limitsits usage but it is quite popular for 2D games.

| base thistext on the diplomathesis by Henrik Hansson [13], a study comparing and eval-
uating physics engines.
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8.8.1 What isa physics engine?

Physics engines in general handle rigid body motion. Deformable bodies are not necessar-
ily treated at all. A fast and accurate collision detection isvital. A good engine should be
able to handle objects piled on each other and resolve collisionsin arealistic way, asin the
screen shots below.

FIGURE 112. Thedemo “crash” from the ODE distribution.

The physics engine will deal with the following tasks:
* Integrating motion.

» Collision detection and response.

» Constraints, joints.

These points are al what this chapter has been about up to now. What a coincidence!

8.8.2 Summary of an evaluation of physics engines

Hansson [13] evaluated a number of physics engines a coarser level. He found that the
included functionality was very similar in primitives, joint types and data types, although
Bullet and Tokamak supports fewer joint types than most. True Axis has relatively poor
precision, sacrificing that for performance.

Hansson made the conclusion that ODE and Newton were the strongest players and
focused his study on them. He made several experiments. The most interesting oneisthis:
A cube dropped between a vertical chute formed by two planes.
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FIGURE 113. Chutetest, a box dropped into a narrowing space.

Thisisahard problem, and neither of the physics enginesdid a perfect job. A poor physics
engine will fail miserably, possibly with wobbling, vibrations, and accumulating energy.
Hansson did several tests with asmall and large box, with varying friction settings. New-
ton did generally not perform very well, with the box getting stuck with significant pene-
tration and bouncing around in non-realistic ways. ODE did better in most cases, except
small box with maximum friction, which spinned and bounced around in strange ways.

Other testsincluded a gravity test, where ODE was closest to ideal, but neither had any
major problem. There was a friction test with an object dliding on a slope, where both
engines did very well with Newton being slightly better. Finally, there was a constraints
test, with apendulum hanging in astring (a hinge joint). In this case, Newton was the clear
winner since ODE drifted badly.

All in al, Hansson concluded that neither engine was clearly better. It seemsfrom the tests
that ODE should be better for complicated collision situations while Newton is better at
joints. In the end, Newton was chosen for better documentation and additional features
that are not in the tests.
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9. Representing rotation
by quaternions

As mentioned in the previous chapter, interpolation of rotationsis an important problem,
for which quaternions® can be useful. Although there are other ways to represent rotation,
interpolation of rotations is one case where quaternions are particularly good.

This chapter is based on lecture material by Peter Johansson, and written in cooperation
with him.

9.1 Representing rotation

Rotations can be represented in a number of ways.

e Euler angles

e Orthonormal matrix

* Rotation axis and angle

« 3-component vector where the length isthe angle

e Quaternion

With Euler angles, the rotation is given as three angles, yaw, pitch and roll. This represen-

tation is very intuitive, but is hard to work with. Interpolating between rotation is tricky,
will result in non-linear behavior. Also, the representation has the gimbal lock problem.

The orthonormal matrix is the standard representation in computer graphics. It has many
big advantages, such as easy concatenations of operations, including other operations than
rotations. It aso holds important information that can be read straight out of the rotation
matrix, like the forward vector.

1. “Kvaternioner” pé svenska
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Interpolation, however, is harder to do. Making several successive rotations is easy, but
how can we find the rotation step? Actualy, it is not impossible to interpol ate matrices. It
ispossibleto do it through a definition of exponential functions of matrices. However, that
is beyond the scope for the moment.

With a separate rotation axis and angle, the problem again isthat it is not obvious how to
interpolate between different axes.

With a 3-component vector where the length is the angle, interpolation works fairly well
with straight linear interpolation. This representation is pretty close to quaternions.

9.2 Definitions

The theory of quaternionsis a generalization of complex numbers. It is a skewfield, a
rational algebra concept, which works mostly like ordinary numbers (real or complex)
except that commutativity is not fulfilled (xy # yx).

While complex numbers work with one complex unit (usually called i or j), aquaternionis
based on three. They arecaled i, j, k.

i2=j?=k?=ijk=-1
Using these units, we can defined a quaternion as
g=w+Xxi+yj +2zk
wherew, X, Yy, z are real numbers. It can also be written
q=(w,n)
where n isthe three-dimensional vector (X, y, z).

The three unitsi, j, k each correspond to one of the base axes. Consequently, multiplica-
tion of them work exactly like the cross product:

ij=k, jk=i, ki=j, ij=-ji, jk=-kj, ki=-ik
Multiplication of two quaternions work as follows. Take two quaternions:
0 = (W, Ny
02 = (W2, Np)
Then their product is
0102 = (W W -Ng*np, Wy Ny + Wp Ny + Ny X Np)

The conjugate of the quaternion g = (w, n) is
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g = (w,-n)

Theinverseof qis

- 1
g = = 0w-n)

The product of the quaternion by its conjugate defines the magnitude:
loi” = gg* = w? +|nf?
The following rule holds for multiplication and conjugates:
(Q00)* = or" "
The unit quaternion has the norm |g|=1, which can be written as
g = (cos(v/2), sin(v/2)n), where [n|=1
For unit quaternions, gt = g*.

Now you have enough definitions to implement a quaternion module if you like, and it is
time to apply it to rotations.

9.3 Rotation using quaternions
A unit quaternion can be rewritten as

g = (cos(v/2), sin(v/2)n)
thereby representing arotation by the angle v around the axis n.

A position vector p can be represented by a quaternion asp = (0, p), that is a quaternion
with the real component = 0. Then the vector can be rotated by q like this:

P =apg*

Rotations can be concatenated by multiplication of the quaternions representing those
rotations.

A unit quaternion g = (w, (X, Y, Z)) can be converted to arotation matrix as

1—2(y2 + 22) 2Xy—2Wz  2XZ+ 2wy
2xy +2wz 1- 2(x2 + 22) 2yz—2Wx
2XZ—-2wWy 2yz+2wx 1- 2(x2 + y2)
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Expand to a4x4 matrix as needed. That only requiresfilling the extra row and column
with zeroes, and a 1 in bottom-right.

You can also convert arotation matrix to a quaternion. Let the following matrix be the
rotation matrix (i.e. an orthonormal base):

abc
de f
ghm

Then the quaternion g = (w, (X, Y, z)) isfound as follows.

The“trace” of the matrix is a sum of the diagonal components:

T=z=a+e+m+1

If T £ 0, then we get the quaternion as

w=l/arerm+1= %ﬁ

2
= h=t
4w
- C—9
Y= aw
, = d=b
4w

Actually, you can pick the positive or negative root of T asyou please. All you get isthe
rotation axis pointing in one way or the other, which does not matter.

If T =0, then we have a special case. T near zero is aso bad, since we will get precision
problems. This happens, for instance, at a 180 degree rotation around X.

To handle this case, we need to identify the major diagonal element and use adifferent for-
mulafor each case:

if a>eanda>m
S=sgrt( 1.O+a-e-m) * 2
gw = (f - h) /
gx = 0.25 * S

gz = (c + g
el se
if (e>m)
S=sgrt( 1.O+e-a-m) * 2
gw = (c - g / S
gx =(b+d) / S
qy = 0.25 * S
gz =(f +h) / S
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el se
S=sgrt( 1.O+m- a-e) * 2

gw=(b - d) / S
gx = (c +qg) / S
qy = (f +h) / S
gz = 0.25* S

Thisisarather clumsy method, with atotal of four different solutions for different cases.
But there is a more elegant solution that | adapted from www.euclideanspace.com, that
handles the special case automatically:

w=ggrt(max(0,1+a+e+m))/2
x=sgrt(max(0,1+a-e-m))/2
y=sgrt(max(0,1-a+e-m))/2
z=sgrt(max(0,1-a-e+m))/2

For these four, the max() is not mathematically needed but included for avoiding roundoff
problems. Then we need the following sign corrections:

X = copysign( x, h-f)
y = copysign(y,c-g)
z=copysign(z,d-b)
where
copysign(a, b) = a- sign(a) - sign(b)

Thisis merely arecipe, which is something | personally don't like, but deriving the con-
version between quaternions and matrices does not seem like the most important thing we
need to do in this context. Visit www.euclideanspace.com for the derivation.

So far, what we have is arepresentation of rotation that is more compact than arotation

matrix (4 scalarsinstead of 9 or 16), but on the other hand it is also less capable in some
ways. | will now explore the area where quaternions have their most important strength:

interpolation of rotation.

9.4 Interpolation of rotation

Quaternions can be interpolated using SLERP (spherical linear interpolation). This gives
the shortest path on the 4-dimensional sphere of unit quaternions.

To interpolate from g, to g, using a parameter t that isvarying from O to 1, you can do like
this:
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We define the operation gt. For aquaternion g = (cos(v/2), sin(v/2)n) it is defined as

q' = (cos(tv/2), sin(tv/2)n)

Thus, itisalinear scaling of the rotation. Then we can perform SLERP between the
quaternions g, and g, as

9= (™Y oy = gyt o)t = gy oyt = (a1 H)

So we define the “slerp” function as any of these expressions. We can pick the first:

slerp(t, dy, dp) = (A2 9 ™)' oy

The SLERP will interpolate between the rotations with constant speed.

9.5 Exponential functions of quaternions

Now, why did we use the notation g for some kind of scaling? It looks like an exponential
function. That is because it isjust that! Above, we only used them for unit quaternions. In
this section, we will have alook at the concept in more general terms,

For g = (w, tn), where |n|=1, we define
exp(a) = €" (cos(t), sin(t)n)

From the definition of the exp() function, we can see that a quaternion q can be written
g = R-exp((0,n)t) with [n]=1

Then we can define

log(g) = (log(R), nt)

It isalso possible to define

q' = exp(t log(q))
which is the same as the previous definition.
Thisisapolar representation, similar to complex numbers (r-ei“’). The“angle” isherea3D

vector. For unit quaternions, R = 1. Then, log(q) will have area part 0. Then t-log(q) has
real part zero, too, and exp(t-log(q)) isaunit quaternion.
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9.6 Squad

When interpolating between several quaternions using SLERP, we will get discontinuities
in the speed when switching from one pair of quaternions to another. This is because we

interpolate with constant speed. A similar problem appearsif you do linear interpolation of
positions between pairs of points, and the problem isrelated to the discussion of continu-

ity in Volume 1. Just like a spline can fulfill G, G1, G2, arotation interpolation can be
described in asimilar way.

And the solution isindeed related to splines. We can do something that reminds of Bezier
or hermite splines.

With slerp(t, gy, 0p) = (02 417" g we get
squad(t,a,p,q,b) = slerp(2t(1-t), derp(t,a,b), serp(t,p,q))

For continuity, we should choose

o =a exp(-(log(a+1 &™) + l0g(a.1 & ™))/4)
and interpolate using

squad(t, &, O, Gi+1, &+1)

9.7 Final remarks

There is much more to say on these topics, at least from a mathematics point of view, but
my ambition has been to provide atool, together with a decent understanding of what the
tool does. | would like to end this chapter by stressing that the quaternion concept is just
that, atool. You should use it when it is agood way to solve a problem, but thereis no rea-
son to think that it is better than other representations in every way. Just like with other
tools, the best engineer is one who can handle many and switches between them smoothly.
The quaternion may be abit more challenging to understand than matrices or Euler angles,
but as a representation for rotation it is pretty straightforward.
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10. Numerical methods for
stable integration

One of the greatest challenges with game physics and other physically based animation is
not physicsat al, but numerical integration. The problem isthat the simulation runsin dis-
crete time, simulating continuous processes. So, all parameters of the animation are calcu-
lated at discrete time interval's, using functions that can not always be described
analytically. Thisis often true for basic things like speed and acceleration.

This chapter isabrief introduction and an overview of some common methods. For amore
thorough treatment, | recommend books or courses on numerical methods.

Everybody perform their first physically based animation experiments using Euler integra-
tion. It is simpler than anything else so of course you do. For simple cases, like particle
systemswith little interaction and few constraints, it works nicely. However, the more con-
straints you need, the more unstabl e the system will be due to the ssmple integration.

I will primarily consider the case where you integrate position from velocity and accelera-
tion. As mentioned in other chapters, integrating and interpolating rotationsis a significant
problem, but | will leave it for the parts whereit is central.

The most fundamental rules of physicstell usthat the position isthe integral of velocity,

and velocity isthe integral of the acceleration. With Euler integration, the integration is

performed by adding the first derivate multiplied by the time step for every time step.
Xj+1 = Xj +Vi*dt

Vigl =V t a*dt

Thisisacrude approximation that will only be exact for a constant function!
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FIGURE 114. Euler integration

The errors of Euler integration implies that there is asignificant risk that the system being
simulated becomes unstable. The faster afunction varies, the bigger the error and the big-
ger therisk.

A typical system that can become instable is mass-spring systems. The errors of the inte-
gration may introduce energy, which can make the system oscillate and explode.

The smaller the step length is, the smaller the error becomes. In practice, this means that
higher frame rate is needed, or that several simulation steps are performed per frame.

10.1 Taylor expansion of the function

The Taylor expansion of the function is convenient as atool for analytically finding better
integration methods.

2 2
Xx(t+h) = x(t)+h[g—x+h—E9—X

Euler integration only uses the first two terms. This leaves an error on the order of O(h?),
which isabig error. But there are several other methods to consider:

* Verlet integration

» Adams-Bashforth
* Predictor-corrector
* Runge-Kutta

» Adaptive step length

10.2 Verlet integration
Verlet integration may at aglance seem like ameaningless rewrite of the Euler integration,

but it turns out to be something much better. By taking one step forward and one step
backwards we get the following Taylor expansions:
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x(t+h) = x(t)+h[¥;'|—>t‘ % "

h—Dd— +o(hY
6 q®
2
x(t—h):x(t)+-ha‘é'|—X %EU t‘-Dd— o(h*)
d®> 6 dt®

2

t

Combine these two and you get
2 d?x 4
X(t+h) = 20(t) ~x(t—h) + h? (2 + o(h')
dt

That's a simple sum of two positions and the acceleration! Thefirst and third order terms

nicely cancels out, and we get an error of O(h*). From the O(h?) error of Euler integration,
thisis a huge improvement! Note, however, that the precision refers to the local error, the
error in each step. The global error, the error in position, is bigger, so the method can be
outperformed by more precise methods like fourth-order Runge-Kutta.

But isn't 2x(t) - x(t - h) = x(t) + v(t)?Yes, in away (when you forget that the underlying
function is continuous), but it is a question of taking the velocity in the right time step.

A problem with the method is that it requires two previous positions. Thisis not a major
problem. If the system startsin rest, you simply set the two positions to the same. If not,
you can take one step back by the velocity.

The method can be rewritten to explicitly include velocity. It isthen called Vel ocity Verlet.

10.3 Adams-Bashforth
The Adams-Bainsforth method includes one more term in the Taylor expansion:
Xj+1 =X + Y2 * h(3vj - vj_1)
This demands that we know the speed in the two previous iterations. Thus, the method is

not “self-starting”; it can not start from zero. Instead, it is started by a step of Euler inte-
gration, the first order.

This resultsin an error of O(h3) instead of O(h?)

10.4 Predictor-corrector

In the predictor-corrector method, we make apreliminary calculation, the prediction. Then
we calculate the gradient in the prediction. Based on the change in the gradient, anew cal-
culation is made using the two gradients.
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FIGURE 115. Predictor-corrector

10.5 Runge-Kutta

The Runge-Kutta integration methods are probably the most famous integration methods.
They can be described as extensions of the predictor-corrector method. Theinterval can be
divided into several, so several intermediate gradients are used. There are severa Runge-
Kutta variants, and the fourth-order is the most popular, so popular that it is sometimes
carelessly referred to as the Runge-Kutta method.

Consider the position/function x(t) to be integrated, that is, we want to estimate the next
position x(t+h). The first derivate X’ is a function both of t and X, so we can write dx/dt =
X' (t, X).

Now, why did we get atwo-dimensional function? Even in the simple case where we just
work with a speed and a position, different estimates of x(t+h) imply that we should also
change the estimate of x’ (t+h), thus adding that x parameter. And modifying the estimate
severa timesiswhat the Runge-Kutta method is all about.

Four different estimates are calculated of the derivate. Thefirst one, k1, issimply the slope
in the starting point:

ki =x(t, x)

Then, we follow the slope k1 to a point half-way over the interval, and use the x value for
that point for a new estimate.

Ko =X’ (t+h/2, x + h/i2*k,)
Same thing one more time, we follow the k, slope to yet another point.
ks =X (t+h/2, x + h/i2*k,)
We use the third estimate to jump to the end of the interval and take alast sample there

kg = X' (t+h, X + h*kg)
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Finally, all these four samples are weighted together to a resulting estimate of x:
X(t+h) = x(t) + (kg + 2¥ky + 2¥k3 + k4)/6

The following figure illustrates what happened:

FIGURE 116. The fourth-order Runge-Kutta method

In the figure, each of the four blobs with a short lineillustrate one of the four estimates.
Each estimate from k2 and up are on a helper line with the same slope as the previous esti-
mate. The four solid curves are all the same function, but different slopes depending on the
x value (the height in the figure).

As mentioned above, thisis merely one of the Runge-Kutta methods, but the most popular
one. Proving its precision and studying variants must be |eft to other courses.

10.6 Adaptive step length

The error varies with the function in question. The step length h directly affects the error,
as so does the amount of variation in the higher derivates of the function.

A very simple way to reduce the errorsisto vary the step lengths depending on the func-
tion. We must, obviously, calculate an estimate of the error to control this.

10.7 Practice

After all these principles, | fedl that we want to get it running too, with a simple demo.
Now, atrivial demo isnot entirely trivia to find. There are countless implementations
around, but | wanted one that you can understand and play with quickly, wherel can easily
integrate it in an OpenGL based demo. Thisiswhat | came up with. It is based on the
description on the web [72]. The full demo includes asimple animation , aball hangingin
arubber band.

/] derivative of x, ie change in position/ speed
float dx (float x, float v )

{
}

return v;
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/1 derivative of v, ie change in vel ocity/accel eration
float dv (float x, float v )

{

return (-stiffness/mass) * (x - rest_length) - (danpi ng/ nass) * v;
}
void rk4 ( float *t, float h, float *position, float *vel ocity)

/] step 1

float x = *position;

float v = *velocity;

float kix = dx(x, v); // k1 for x, that is x' (t, X), =v in our case
float klv = dv(x, v); // k1 for v, that is v'(t, X, V)

/] step 2
X =*position + ( h/ 20) * klx; // Followslope k1 a half step
v =*velocity + ( h/ 2.0) * Klv;

float k2x = dx(x, v); // k2 for x = x' (t+h/2, x+h/ 2*kl1x)
float k2v = dv(x, v); // k2 for v

Il step 3
X =*position + (h/ 2.0) * k2x; // Followk2 a hal f step
v = *velocity + (h/ 2.0) * k2v;

float k3x = dx(x, v); // k3 for x
float k3v = dv(x, v); // k3 for v

/] step 4
X = *position + h * k3x; // Followk3 a full step
v = *velocity + h * k3v;

float kdx = dx(x, v); // k4 for x
float kdv = dv(x, v); // k4 for v

/1 now conbi ne the derivative estinates and
/] conpute new state
*position +=(h/ 6.0) * (kix + k2x * 2.0 + k3x * 2.0 + k4x);
*velocity += (h/ 6.0) * (klv + k2v * 2.0 + k3v * 2.0 + kdv);
*t +=h;

}

Asusual, the full programisof limited interest in print but | will make it available on-line.

This code follows our previous algorithm fairly well, with some exceptions. The weights
k1, k2, k3, k4 exist in two sets, one for v and one for x, since both are integrated. Since x
and v are not expressed as functions of time, the dx (x*) function doesn’t take the same
arguments.

10.8 Conclusion

This short chapter has given an overview of a number of integration methods that can be
useful for games, especially physics simulations. It is not exhaustive by along shot, but
includes the most popular and practical choices. All inal, | believe that we end up with
two primary choices, namely Verlet and fourth-order Runge-Kutta. Both are highly accu-
rate. The Verlet integration method often wins for its simplicity.
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11. Body animation,
skinning

Rigid bodies are clearly insufficient for many purposes. We do expect certain objectsto be
deformable. In particular, animals and humans should be able to move their l[imbs. Since
we have a skeleton, this movement is constrained to the bone movements.

In this chapter, | will first discuss body animation in general, but the main topic is skin-
ning, the popular technique for making a surface mesh deform after the movement of an
inner skeleton.

Note: This chapter is partially based on lecture notes by Johan Hedborg.

11.1 Theskeleton

The skeleton isthe archetype for ahierarcically structured 3D model. It can easily be mod-
eled asatree structure, typically using the spine asitsroot. A set of significant bones such
as upper and lower leg bones and upper and lower arm bones each for nodes in the tree.
Each node holds a transformation relative to the parent, with translation and rotation. This
means that each node has its own coordinate system, with origin in the joint to the parent,
which isaso where it hasits rotational freedom.

FIGURE 117. Skin and bones. The bones are a set of joints. The skin isa single mesh.
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Each node must thus contain atransformation representing translation and rotation relative
to its parent. It must also have some kind of identification, like an ID number. Thisis
needed in order to identify what parts of the skin, the model mesh, that follows each bone.
It must also have areferenceto al children.

FIGURE 118. Joints connecting the bones. Each connection isa transfor mation to the next joint.

There may also be constraints on the allowed movement for the joint. The constraints may
depend on classifications of joints. Ball joints allow rotation in all directions, but may
include limitations in how far it may rotate. An example of aball joint isthe hip joint and
shoulder joint. Other joints may only allow rotation around a specified axis. Thisistrue for
the elbow and knee.

11.2 Animating a skeleton

Given the skeleton structure, there are two problems: performing the animation and calcu-
lating the shape of the skin. Let us start with the animation and return to the skin later.

All kinds of animation dealing with human bodies are very hard to perform since we are
so well trained at analyzing such movement. The human body is avery complex structure
with over 200 degrees of freedom and 600 muscles. We need avery detailed model over its
movement to make a convincing animation, but there is no such model that is truly well-
defined. As an additional problem, thereis also personal differences. All humans move
dightly different, and we can to considerable extent identify humans from their way to
move. The movement should also reflect their mood and physical condition, the so-called
body language.

There are three popular methods for animating bodies:
» Keyframe animation

* Inverse kinematics

» Physically-based animation

11.2.1 Key-frame animation

In key-frame animation, positions are pre-defined at certain times, the keyframes, and then
positions between the keyframes are interpolated. The keyframes are either set manually
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ina3D modeler or set using motion capture. The manual method is tedious and the quality
ispoor. It typically resultsin animation of the kind you seein old japanese horror movies.
With motion capture, real human positions are recorded and the motion becomes much
better. The physical constraints on the body are implicit by the motion of the live model
and thus the motion can be highly redlistic.

Thisis not always entirely true, though. Motion capture is only realistic when the motion
is applied to amodel that is similar to the human whose motion is being captured.

As mentioned above, motion capture is the best way to pre-record keyframe tracks. A
motion capture system records the movements of aliving model, and is translated to trans-
formations for the needed body parts and converted to a keyframe track that can be used
for animation.

A motion capture system can be built on different principles. It can use electromagnetic
transmitters placed on the body, sending out signalsthat are recorded by sensors, and their
exact positions are calculated by triangulation. Such a system was used in the Swedish TV
show “To6dde” with Sven Melander in the 90's. An advantage of such systemsis that they
output 3D dataimmediately, and thus are useful for real-time use.

Another possibility isavisual system, where the motions are recorded by an ordinary
camera. This usually involves special optical markers on the body, to simplify image anal-
ysis of the images. Doing motion capture without optical markersis hard, and remains a
field of research. [48]

The system may use several cameras, in order both not to miss any markers and to be able
to determine the depth. A visual motion capture may include as much as eight cameras!

[8]

If we save al datafor al frames, the total amount of datawill be very large. Thus, it is
common to save data at certain times, the keyframes. Since keyframes are only a fraction
of the frames that will be generated, frames between the keyframes must be interpol ated.

If interpolation is performed by linear interpolation between the two closest keyframes,
the results may be visible momentary speed changes at the keyframes. A better solution is
to interpolate the transformations using splines. The Catmull-Rom spline is particularly
nice for this. (SeeVolume 1.)

When interpolating rotations, the statements made previously apply: Don't interpolate
matrices by interpolating their values. You should interpolate the represented rotation
instead, using either 3-component vectors or a quaternions.

Even with quaternions and vectors, you have the choice between linear interpolation
(LERP) and spherical linear interpolation (SLERP). If you interpol ate between two rota-
tion vectors, alinear interpolated position will be shorter than the two endpoints, thereby
rotating less. Thiswill cause the interpolation to take a detour dlightly closer to the non-
rotated orientation. See chapter 9 for details about rotation with quaternions.
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11.2.2 Inverse kinematics

Kinematicsis basically the art of placing things. Forward kinematicsis the next to trivial
case where the transformation in each joint is controlled directly. With inverse kinematics,
we start with the goal instead and calcul ate a position that match the goal. This works
fairly well for modeling robots, but its use for modeling humansis limited.

Inverse kinematics is an optimization problem. For complex cases, it may not be feasible
to calculate the solution analytically, but it must be done by iterative methods. One such
method is Cyclic Coordinate Descent (CCD). In CCD, you start with the outermost joints,
the leaf nodes, aim them towards the target, and then continue towards the root.

Itisimportant to have good constraints on allowed positions, to prevent the model to move
to aposition that is physically unreasonable. The constraints are usually given asangleson
the unit sphere, Euler angles.

11.2.3 Mixing and blending animations

In keyframe animation, an animation consists of a*“track” for each joint that it controls. It
does not necessarily contain atrack for every joint. Different parts of a body can be con-
trolled by different tracks, there can be tracks blending into each other, and some parts can
be controlled by inverse kinematics instead.

An example of such animation can be a character who is running and shooting and the
same time. In the past, games were unable to combine animations, so the character had to
choose between actions. In Quake 2, there was a bizarre case where a running character
switched to standing animation if shooting when running, which caused the character to
dlide over the floor while shooting.

Instead, the body is split into severa parts, controlled by different tracks. The legs can be
controlled by walking and running animation, while the upper body concernsitself with
other things. A shooting animation can either be a separate keyframe track, or the gun arm
is controlled by inverse kinematics to aim in the desired direction.

A keyframe animation can be combined with inverse kinematics. The keyframe animation
decides on preliminary positions, but then some positions are adjusted to keep within lim-
its. For example, a character can be made to walk a stair by pushing the legs upwardsto fit
the shape of the stairs.

The choice of animation for each part of the body will also vary over time. Walking turns
into running, aiming turnsinto lifting an object and so on. Thisis not only a matter of
blending between keyframe animations. You may also want to mix between keyframe ani-
mation and physically based animation, to avoid jumps.

182 Body animation, skinning



11.2.4 Physically-based animation

In physically-based animation, classical physics laws are applied to the skeleton. This
sounds good but is hard to apply to a human body when it is active. Modeling awalking
character that wasisavery complex task. It is possible, and we have some results from our
group combining learning and physics, but the possibilities are still limited.

In current games, the most popular use of physically-based animation of human bodiesis
ragdoll animation. In ragdoll animation, keyframe animation is used aslong as the charac-
ter is conscious. Only when the character turns unconscious, its animation gets controlled
by physical laws. Then the body becomes limp and it will fall down, possibly fall down
stairs and similar things, in very realistic ways.

11.3 Skinning and stitching

Once you have decided on positions for the skeleton, the next problem isto coat the bones
with a skin, with the desired mesh for the character. This processis called skinning.

In order to do this, you need the bone structure and the mesh, but also information on what
parts of the skeleton that controls what parts of the mesh.

In the past, body animation was performed using a separate rigid body following every
bone. Thiswas fairly common at that time, used in games like MechWarrior and Weekend
Warrior. The body is organized hierachically, typically using some point on the spine as
global origin and root for the hierarchy. The animations are described by atransformation
from every node to an underlying one, and all the vertices in each sub-model follows the
movement of the transformations from its position in the hierarchy to the root. This kind
of animation is called parenting [63].

For objects like robots and insects, thisis excellent, but for mammals and anything else
with a soft skin we get visible artifacts in the joints which were quite disturbing. Thus,
games soon moved to skinning. According to the author of Nanosaur, Brian Greenstone,
skinning turned out to be easier than separate body partsin the long run, since each char-
acter no longer needed many models. Only a single mesh had to be handled, which simpli-
fied things.

Skinning is somewhat tricky to read about, since the literature has not agreed on terminol-
ogy. According to Lewis[61], the fundamental skinning algorithm is unpublished. Thus,
there is no obvious main reference, and we see different termsin different sources. Lewis
calls the method “ Skel eton-Subspace Deformation”. Another name is enveloping. | will
stick to the common skinning, used by e.g. Maya[62].

The background of skinning may explain why the textbooks often handle the problem
pretty loosely. Despite the common use of the method, even some of the strongest text-
books give little more than a brief introduction.
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The simplest kind of skinning is called stitching. [64] In stitching, every vertex follows
only asingle bone, but vertices can be connected to the same polygon and follow different
bones.

|
Y

FIGURE 119. Stitching - every vertex follows only one bone

Stitching is remarkably good in many cases. This happens when the joints and the vertices
fit the method well, with low-polygon models and relatively small rotations.

Thisis pretty good, up to apoint. Aslong as the movements are small relative to the den-
sity of the vertices, the results are pretty nice (see the previous figure). When movements
get too large, however, neighbor vertices belonging to different legs may overlap, and we
get visible artifacts. This gets more likely the more detailed models we use.

FIGURE 120. With a higher detail mesh and morerotation, stitching isnot as good.

The solution to this problem isto allow vertices to belong to more than one bone. Vertices
near joints will have different weight for each bone, which will make the joint smoother.
The weighting of verticesis called vertex blending and the whole processis skinning.
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FIGURE 121. Skinning with vertex blending.

To perform skinning, every vertex must carry anumber of weights, with thetotal sum of 1,
and every weight refers to one bone. Most vertices will be controlled by one or two bones,
and the number israrely higher than 4.

Given atransformation (which we will return to shortly) that moves a vertex with the
movement of a specific bone, we perform the vertex blending like this:

n
vV = z w; M;v
i=1
where
n
z w, =1
i=1
Thiswill render much better results, but it still is not a perfect method. It has a number of

shortcomings, described by Lewis [61]. The most obvious ones include “ collapsing
elbow” and “twist” problems.

FIGURE 122. Skinning problems, “ collapsing elbow” and “twist”. Images from [61]
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Thus, even more advanced skinning methods are called for. Such methods include using
several models that you blend between, or to add constraints that enforce volume preserva-
tion. The easiest way to improve things is probably to add bones, to use more than one
joint inajoint. Thereis no physiological explanation for doing so, but thisis not a prob-
lem. The skeleton, with or without extrajoints, tend not to be based on human skeletons at
all.

But thisis not the place to go deeper into advanced methods. First, we must know how to
get the matrix M; above.

11.4 Coordinate systems and transfor mations for skinning

The most fundamental problem in skinning is how to calcul ate the modified position of a
vertex following abone. Thisimportant and not necessarily trivial problem is often
ignored in literature. It is, of course, astraight linear algebra problem, but we should still
properly define the coordinate systems. Once we do, the problem gets easier.

All vertices are given by asingle polyhedra model, a mesh, placed in its default, resting
position, for which all bones are in known position. Thisismodel coordinates, from where
the root bone has a model-to-world transformation.

Every leg defines a coordinate system of its own. These coordinate systems are further to
“theright” than the model coordinates. (See the transformation discussioninVol 1.) Thus,
| claim that these transformations should be given right-to-left, transforming towards
model coordinates (and from there onwards to world and view coordinates etc).

For clarity and simplicity, let us consider a simple example, with one root node (bone) fol -
lowed by two underlying bones:

TboneZRboneZ

Resting
Tboneleonel position

mode coordinates

FIGURE 123. Example model, root (grey) and two bones (light grey, black) in resting positions.

The resting position of each leg is defined by atransformation, Mygnez = Thone2Rbone2-
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TboneZRboneZ

OVm

Tboneleonel

FIGURE 124. A vertex vy, (whitecircle) given in model coor dinates.

Consider avertex v,,, defined in model coordinates, and we want to find its position in the

local coordinate system for a certain bone. Then we must multiply it with the transforma-
tionsfor all bones between the root and the target bone. Since these transformations are
defined in the other direction, we must apply the inverses!

—np-1 -1
Vbone2 = M “hone2M “bone1Vm

(@)
Vim
O Vbonel O Vpbone2
1 -1
T bonel R bonel
R ponez
--— 0 on
1
T bone2 O\—/(

FIGURE 125. The vertex istransfor med between the coordinate systems.

If, on the other hand, we know the vertex defined in bone rel ative coordinates, we can find
the model coordinates as:

Vm = Mpone1tMbone2Vbone2

When animating the skeleton, the transformations are modified, so the positions are
defined by the modified transformations M’ ,gpe1 @0 M’ poneo. TO transform avertex vy,

from model coordinates to its modified position v’ ,,,, also in model coordinates, the total
transformation is

’ - ’ ’ -1 -1
Vim= M bonel'vI bone2|vI bone2|vI bonelVm

Obvioudly, the two bones bonel and bone2 are replaced by whatever bone sequence you
have.
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Thus, the entire processis, in more general terms:

« Transform the vertex to the local coordinate system for the bone, using the inverses of
the resting positions for the bone transformations.

» Transform back to model coordinates using modified transformations, describing the
current pose of the skeleton.

Just like in the bump mapping and shadow generation, the most important thing is to have
good control over your coordinate systems. Once you have that, many problems suddenly
become fairly easy. What can make skinning unnecessarily hard is that these transforma-
tions are so seldom explained. All too often, you will find them by analyzing code.

Note that the order of operations isimportant for performance. The multiplications of the
matrices are done for every bone, while the final multiplication by the matrix are done by
vertex. So don’t multiply all matrices for every vertex.

It is possible to optimize the process somewhat by applying all inverse transforms before-
hand, so al vertices are available in bone-local coordinates. [64] When performing skin-

ning on the CPU, thisis no problem. When doing it on the GPU, in a shader, the situation
is different. The amount of available memory is much smaller, so we need to optimize its

usage.
11.5 Vertex blending

The sequence of matrices in the example above, M’ pone1M’ boneoM boneeM bonet, COrre-
sponds to the matrix M; in the formula

n
Vo= Z w; M;v
i=1
For our example, assume that the vertex is affected by the bones bonel and bone2. Then,
My=M bonelM_lbonel

M3 =M’ ponetM’ bone2M _1bone2M_1bone1
and the blending will be

2
vV = z w,Mv = w;M,v +w,M,v
i=1
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11.6 Animation parameters

For every bone, thereis a transformation matrix M e Which defined the transformation

from the bone coordinate system to alevel closer to the root. The animation is achieved by
modifying this transformation. In particular, we tend to apply rotations. We can write the
resting position of a bone as arotation and a trandlation:

Mpone = Trest * Rrest

Rotation of the bone using the rotation Ry, 1S applied as

M’ bone = Mbone * Ranim = Trest * Rrest * Ranim

L et us express the blending in more general terms. The total calculation of a vertex posi-
tion thusisasfollows. The matrix for transforming model coordinates to bone coordinates
is, for a sequence of bonesindexed by i

Mmp =11 I\/l_lbone,i
and the transformation back to model coordinatesis
Mbm = 1 Mpone,i * Ranim,i
so we get

V':Mbm'Mmb'V

11.7 Implementation in a shader

It is possible, and under certain circumstances advantageous, to implement skinning in a
shader. The big advantage is that the entire model can be resident in VRAM, uploading
only animation parameters for every frame.

In order to implement skinning in a shader, arelatively big amount of data must be
updated and passed to the shader for every frame. They should, if at all possible, be sent as
attribute or uniform variables, since they are accessed more efficiently than data stored in
textures. Note that it is possible to pass entire arrays of datato attribute and uniform, but
the amount of memory for attribute and uniform variablesis limited.

Since all transformation matrices are pre-multiplied, what should be implemented in the
shader is the following formula, which appeared above:

n
V= ZWiMiv
i=1
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Again, thisformulaiswhat is left after multiplying all transformation together. The matrix
multiplications should be done on the CPU, not in the shader.

The resulting matrices M; are passed as uniform variables. The weights w; varies per ver-
tex and are sent as attribute.

11.8 Representation of rotation

Above, it has been implicit that rotations are represented by matrices. Depending on the
animation situation, it may be suitable to represent rotations by quaternions, in order to
make interpolations of rotation easier. Thisis, however, an entirely different problem,
another layer, and has therefore been ignored here.

11.9 Conclusions

In this chapter, the skinning algorithm has been described as the main feature. We choose
not to go deeper into the advanced skinning algorithms, but encourage the reader to look
them up in research papers.
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12. Deformable objects

In the previous chapter, we have looked at one very common way to handle deformable
bodies. There are, however, many shapes that need a different solution. Such shapes
include:

Cloth

Foam rubber
Jelly
Balloons
Clay

and many others. There are several methods to handle such shapes.

12.1 An overview of the subject of deformable bodies

| have been involved in several diplomatheses on this subject, and have based this material
on two of them: “Simulering av mjuka kroppar for spel” by Roger Johannesson [11] and
“Physical Simulation and Visualization of Cells’ by Johannes Nilsson [12].

The following approaches of deformable body animations will be covered:

Pre-generated deformations
Mass-spring systems

Finite element method
Shape matching

Pressure model

Implicit modeling
Point-based animation
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12.2 Pre-generated defor mations

In older games, it is common to find pre-generated deformations. Thisis not least true for
driving games like Midtown Madness or Driver. When a car, or other object, is hit by a
large force, the model is simply replaced by another, slightly deformed model. There can
be several different models each representing various amounts of damage. Obviously, the
deformation will have no direct relation to the collision it is response to, so it is quite unre-
aigtic. It isalso of no technical interest, a designer-level solution.

12.3 Mass-spring systems

In amass-spring system, the deformable shape is modeled as a set of particles, point
masses, interconnected by springs, generally springs that only work on the distance
between the points.

FIGURE 126. Mass-spring model

Let uslook at two particles connected by a spring. The distance between them will give
the force from Hooke's law.

The spring has arest position, which is a distance denoted r, the distance where the spring
forceis zero.

The distance is the difference in position:
ldI = lp-ql
Then the force, in the direction of the spring, is
f = -kg(|d|-r)

In order to map the force in the direction of the spring, we multiply by d and get the forces
for each of the two pointsp and q:
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Thissimple formulais an undamped spring. With damping, we get aslightly more compli-
cated formula. Most importantly, the relative speed between the points must be taken into
account, in order to add a force component that will reduceit.

FIGURE 127. Mass-spring system with damping
The damping depends on the speed difference:
V=Vp -V
The speed difference is projected onto the direction of the spring by the dot product dsv.

The force now is

_ kg [(d* V) d
fp = s Md-n+<—3—F0g

A suitable number of particles can be connected by such springs. The particles can be
organized in many ways, but of course a 2D or 3D grid iseasiest. Then a 2d grid might
look like this:

FIGURE 128. An insufficient mass-spring system with nine particles.
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Alas, with this few springs there is no reason for the system to keep its shape. It will col-
lapse like the figure below.

e

WWA—a— W)

WWA—e—— W)\

FIGURE 129. The mass-spring system will collapse with too few springs

The problem isthat there simply is no reason for the system to keep its shape with thisfew
springs. We must add more springs.

FIGURE 130. Better mass-spring system.

Even thisis not enough, we should add the other diagonal too. And thisisjust for 2D! In
3D, the number of springs will be considerable. You can make a fully interconnected
square with 6 springs. Doing the same for a cube requires 28 springs!

The algorithm for running the mass-spring system is very simple. Inits simplest form, it
can be written as follows:

» Sum all forces for each particle.

» Calculate acceleration from the forces.

» Update speed and position (Euler integration).

The method has afew pretty important weaknesses.

» Asmentioned above, too few springs will make the system unstable. Thisisadesign
issue, but also a question of computational burden.
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It only works with distances and has no way to know if apoint is on the “right side” of
another. If alarge forceis applied on a mass-spring system, it might turn inside-out.

» Sincethere are so many interacting forces, Euler integration is insufficient. The system
will easily be unstable, oscillate and explode. Smaller integration steps or better inte-
gration methods can improve the situation.

» The method can not prevent self-intersection (without non-trivial extensions).

Mass-spring systems have found some use for cloth animation. [58] Due to the large num-
ber of springs needed, they are less popular for 3D objects. The stability problems makesit
unsuitable for ageneral solution for deformable bodies. It is best for objects that are not
affected by large and sudden forces.

In my courses, there have been several projects based on mass-spring animation, mostly in
2D. In 2D, we have seen cloth animation, simulation of a soccer goal, flags and more.
There have also been afew bold groups working in 3D, experiencing models turning
inside-out, oscillating etc.

12.4 Finite element method

The finite-element method (FEM) is a general method for approximating solutions to
boundary-value problems over non-regular grids. The domain that it works on is divided
into afinite number of elements and the equations approximated over these elements.

This method has found its way into simulating deformable bodies. A good way to do this
isto subdivide the shape entirely into tetrahedrons. For complex models, the number of
tetrahedrons can be pretty large.

FIGURE 131. A tetrahedron, the building block in FEM-based defor mable body animation

With atetrahedron as building block, it isfairly easy to calculate the volume of the ele-
ment, which is an important component in cal culating the interaction with neighbor ele-
ments. In contrast to the mass-spring method, thiswill make it impossible to turn elements
inside-out.

Every element can be assigned all material properties desired, possibly unique for that ele-
ment. Through these parameters, we can design the entire object in afairly simple way,
through physical facts rather than fine-tuning. Thiswill aso give a more exact result that
the mass-spring method.

Furthermore, the FEM method is stable, can even be guaranteed stable. It handles inter-
penetration, so parts of the same object can collide with each other.
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Clearly thisisan attractive method, not least for 3D models. Onits negative side, itisrela-
tively computationally demanding, and it requires that we break down the entire model to
avolumetric mesh. Thisis moderate drawbacks, so the method can be recommended as a
safe and capabl e approach to deformable body animation.

The computational load can be reduced somewhat by mapping a detailed surface mesh
onto a coarser set of finite elements, tetrahedrons. This method is similar to the skin &
bones method (chapter 11) but the skin follows the tetrahedrons rather than bone structure.
See Miller & Gross [55] for more details.

12.5 Shape matching

Shape matching is another method that gives good results with good stability. It was pre-
sented by Muller et.al. in 2005 [56]. Roger Johannesson [11] studied this method in his
diplomathesis.

Thisis aparticle system method, just like mass-spring systems. The idea with the method
isthat instead of having springs striving to restore the shape locally, each particle will,
independently of each other, strive towards its proper position in a global sense.

The shapeisdefined at rest asaset of points, the positions of each particle. We call this set
of points A. When forces act upon the point masses, they will move to new positions. The
current positionsis another set of points which we call B.

Using A and B, we can calculate arotation and translation that will match them onto each
other aswell as possible. Using these transforms, we transform A to A’. Thus, A’ and B
will be placed on top of each other, differing only ininternal individual movementsfor the
particles.

Then each point B; in B is attracted by the corresponding point A’ in A’. Aslong as the
attraction force is small enough not to move B; past A’;, the system will be stable. This can
be done asfollows.

Vit + h) = vi(®) + (A1) - Bi(®) bt
By(t + h) = By(t) + hvi(t + h)

where v;(t) is the velocity of the particle at the time t. The constant d should be between 0
and 1.
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FIGURE 132. Theoriginal shapeA istranslated and rotated to a best fit on the current shape B.

—

y y~

FIGURE 133. The current shape B isattracted toA’.

One problem is how to calculate the transformations from A to A’. The trandation is triv-
ial, it is simply the difference between the centers of mass, which | call A, and B¢,,. The

rotation should be one that minimizes the following sum:

Z m [(R(Bi - ch) - (Ai' _Acm))z

See [11] for details on how this can be solved.

12.6 Pressure model

The pressure model was proposed by Matyka [57]. Matyka was guest student at the Uni-
versity of Linkoping and worked on thismodel as part of courses here, giving very impres-
sive presentations. The method has become increasingly famous since then. Recently,
Johannes Nilsson did his diplomathesis using this model as a central tool [12].

Instead of using a complex inner structure like the mass-spring system or FEM method,
the pressure model uses a 2D surface mesh without an inner structure. The pressureis cal-
culated from the ideal gas law:

PV =nRT
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In the equation, P isthe pressure, V isthe volume. The constant n isthe mol number of the
gas. Ristheidea gasconstant and T isthe temperature. For practical purposes, nRT can
often be considered constant, so k, = nRT. Then we can rewrite the formularto:

P =kyV

From the pressure we can cal cul ate the force on a surface patch, that is apolygon in the
mesh. Let the area of the surface patch be A; and its surface normal n;. Then the force act-

ing on this surface patch is:
fp = PAini

Since we rather work on vertices than polygons, we distribute thisforceto al vertices. The
total force on each vertex is then aforce from the pressure on each of its neighbor poly-
gons, plus the spring forces to each neighbor.

Theresult is particularly suitable for objectsthat, just like the model, has adistinct, elastic
shell and afluid or gas-filled inside. Balloons filled with gas or water, aswell as cells[12]
have been simulated with this model.

On the negative side, the model can have problems with self-intersection, and it is not very
suitable for non-convex objects.

12.7 Implicit modeling

In implicit modeling, we use continuous functions to represent the surface rather than a
mesh.

An important implicit method isthe level set method, where the continuous function is
also implicit. We have no analytical formulafor the function, but asampling, typically ina
Cartesian grid.

The level set can, for example, represent the density in each sample. Then we can find the
surface of objects at the points where the density it at atreshold value. The surfaceis con-
veniently extracted by the marching cubes a gorithm, well-known from visualization of
volume data.

The level set method has been successfully applied to applications like simul ating water
and smoke.

12.8 Point-based animation

Point-based animation is afairly new field in computer graphics, where the availability of
the big processing power in modern GPUs is used for running models that have no mesh.
Thisisthe case for implicit modeling too, but while implicit modeling rely on functions,
point-based animation works from sets of points. (You may argue that the set of points can
define afunction.)
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The shape is represented by a set of point samples, dubbed phyxels. (Pixels, voxels, tex-
els... Everybody want their own names on things. It isapoint, OK?) Instead of connecting
vertices by afixed grid, each point is connected dynamically to the closest points by a
weight function.

Since there is no fixed connections, the points can move more freely. The shape of the
object is generated from the points. This can be done by blobs, where aweight functionis
mapped onto every point, and the surface is assigned a certain treshold.

The computational load is considerable. On the positive side, breaking a point-based
object is easy. The model is suitable for materials like clay.

12.9 Breakable objects

A problem related to deformabl e objects is the problem of making objects breakable. How
hard it isto break up amodel depends very much on the kind of model. Breaking polyhe-
draobjectsis pretty hard. It can be done, of course.

For a deformable body, we tend to calculate many inner forces anyway, which makes the
breaking afeature on the top which has pretty good support to begin with. Breaking rigid
bodiesis different. We do not have any measures of the forces inside the shape, so we
much make such calculations from the ground up.

A mass-spring system can detect when a spring is overburdened. At that time, it makes
sense to break the spring in two, create two new vertices somewhere at the middle of the
spring (not the exact middle, add some randomness). For a 2D mass-spring system thisis
pretty manageable. A 3D systemis, as always, more complicated. Then we can not just
split a vertex, but must also create new polygons to introduce the edges of the crack, and
we may need to modify remaining springs. An alternative could be to remove the springs
altogether, but then we must also identify what polygons to remove. When should a poly-
gon be removed? When any spring in it breaks, or the last one? Again, in 3D we must be
more sophisticated than that.

FIGURE 134. Breaking a mass-spring system can be complicated.

While mesh objects are somewhat hard to break, the situation is very different for point-
based methods and FEM.
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Point-based methods are very good at making breakabl e objects. A point-based object can
be made to break apart almost effortlessly since the points are only attracted to each other.
Thus, there are no firm connections to break. The same goes for level set methods.

FIGURE 135. Point-based shapes easily break apart.

FEM models, which | have already mentioned as agood approach to deformable bodies, is
also suitable for breakable objects, aslong as we are happy breaking it into the finite ele-
ments. It is pretty straight-forward to assign atreshold for how large the forcesworking on
acertain vertex may be. When the forces (not the sum but rather the sum of the magni-
tudes) are above the treshold, we may split the vertex in two, separating parts of the model

from each other.

FIGURE 136. Breaking up a FEM model isrelatively ssmple, only needs duplicating vertices.

12.10 Simulating liquids and smoke with the Navier-Stokes equations

There are several approachesto simulating liquids and smoke. On a high detail level, they
can be simulated with particle systems, as mentioned in chapter 12.8 and chapter 12.9.
Other approachesto liquidsis to only simulate the surface of theliquid, e.g. by sets of har-
monic functions.

Another approach, which is popular not least for its ability to model swirls, flow and other
effects, isimplementations based on the Navier-Stokes equation. It has been used success-
fully to model fluids, smoke and fire, both in 2D and 3D.

The most central Navier-Stokes equation can be written as follows.

%’ = —(ve D)v+yAv—F—l)Dp+ f

This equation certainly requires some explanation.
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The whole expression tells how the velocity is affected by various local properties of the
fluid, that is an expression for the acceleration. Let me remind you of the symbols. The
symbol O isthe gradient of the argument. In 2D, you can write this as a vector (0/0x, 0/

dy). The symbol A (often written 0?) is the Laplacian, 8%/9x? + 92/dy?.
Now, let uslook at each term.

Theterm -(ve[J)-v isthe advection term, the divergence of the vel ocity. It describesthat the
divergence of the velocity will affect the velocity itself. Essentially, when the flow nar-
rows, it goes faster, and vice versa.

Theterm yAv isthe viscocity y timesthe gradient of the velocity. Thisisthe diffusion term,

where the velocity is affected by the velocity variation within the neighborhood. If viscoc-
ity is high, the material isthicker, so neighbor particles will move more like its neighbors,

while low viscocity materials will move more freely.

The third term, 1/p times [p, is the gradient of the pressure times one over the density.
Thisterm simply models that high pressure areas will produce a flow towards low pressure
areas, an obvious fact, and the effect is lower for high density materials.

Finally, we have the sum of al external forcesf.

Implementing thisis amatter of discretization, but also a matter of finding a stable model
Taking the gradient and Laplacian in a discrete domain is simple enough, while discrete
time can cause more trouble, as discussed in chapter 10. There are several approachesto
this, and stability isan important issue. An often cited paper on the subject is by Stam
[98]. Hisimplementation is available on-line.

12.11 Further comments

Deformable modelsis a challenging topic, but can be very amusing and really quite man-
ageable if you choose a suitable representation. The processing power needed for bigger
deformable bodiesis large, but not more than what modern computers can handle.

There are some related subjects, like ragdoll physics and body animation, which we sort
under other chapters in this book since they are not about fully deformable bodies but
rather about systems of rigid parts (with amore or less soft skin). Another related subject
isface animation, which is also a combined problem whererigid parts play abig role. [48]
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13. Fundamental Al for
games

Artificial Intelligence used to be atoo ambitious word for describing the behavior of game
entities. Therefore, | avoided it when | wrote the Al chapters for a game programming
book in the 90's. Since then, the concept “game Al” has matured as a concept that gamers
know well. Since they, unlike the customers of bigger systems, do not expect a system that
istruly intelligent, the term “game Al” gives lower expectations. Thisis actually a good
thing, not only for game Al but for the Al concept as such. Even simple behavior systems
can be “Al” today.

There are some concepts that are inevitable when dealing with game Al, concepts that are
also central in general Al like state machines and path finding. However, beyond that,
gameAl is a subject with many disconnected ends and limited possibilities for general
methods. In all too many cases, game Al is simply hacked. In this chapter, | will give an
overview of the most fundamental concepts. That will not make this chapter very exciting
for an experienced game programmer or a CS student with experience of Al courses. How-
ever, in the next chapter | hope to break some new ground.

13.1 GameAl, geometry and physics

It isreally impossible to discuss Al, geometry and physics for games as entirely separate
problems. Game physicsis a straight-forward application of classic physics, but its inter-
action with decision making (Al) isnon-trivial. In many games, we can see poor Al where
the game entities make poor decisions since they do not understand the physics or even the
geometry of the game world.

So the game level gives the geometry, the physics describe the results of movements, and
Al plans and makes decisions based on the others. And the result of thisinteraction isthe
animation.

Fundamental Al for games 203



Decisions Constraints

Constraints

FIGURE 137. Physicsand Al interacts

Typical Al problemsinclude:
 Path planning
* Behavior

e Decision making

There are two different kinds of gameAl:
» Agents: opponents and other computer controlled objects

» Abstract control systems, overall behavior of higher level entitieslike an army or a
flock of sheep

The former controls agents that are easy to understand, so we often expect a certain behav-
ior from them. We expect a knight to patrol, defend, attack, an apeto climb treesand a
sheep to move in flock. Thus, the behavior should match the expectations to a reasonable
degree. Thelatter group contains all kind of abstract control systems, from the opponent in
Chess to the general of an army.

There are many problems that the game Al should (or at least may) take into account. As
already hinted, spatial information, the geometry of the game world, isimportant. On a
small scale, thisincludes line-of-sight, visibility.

The entities often need to have memory, or they will be so short-minded that they become
too easy to outsmart. But how should we save that memory?

The analysis of the situation, in order to make a decision, is often done with very simple
methods. Decisions can be taken with primitive rule-based systems.

What decisions that need to be taken may be more interesting than how to make the deci-
sions. The abilities of the agent isimportant. What can it do? Can it move, use different
poses, hide, fire...?

Finally, we have the subject of cheating. Do we want the agent to be able to cheat? What
do we mean by cheating? An agent can be alowed to know abit more than itsline of sight
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really should allow it to. We can give it extrainformation to compensate for other short-
comings.

13.2 Behavior

The most basic form of game Al isto control the behavior of agents. Common methods
include:

* Finite-state machines

* Rule-based systems

» Planning and problem solving

» Biology inspired Al, optimizations on parameter sets, learning systems
A simple and common problem is to make agents for action games. They have a set of
pretty well-defined behaviors:

e Hunting

e Evading

* Random movement

* Follow apath

* Rest

The hunter isyour average action game opponent, moves towards you asits only behavior.
But it can also be a part of amore complex behavior, and it does not necessarily “hunt” the
player, it can have other goals.

The evader isin its ssimplest form the opposite of the hunter. It can be an opponent that
runs away when badly hurt (at least afirst sign of “intelligence”), or civilians running
away from the baddies. But again, it can also be part of amore complex picture.

Random movement sounds more dull than it is. Purely random changesin position is cer-
tainly not a good behavior other than for some small insects, but changesin speed and
direction can be very good, especially when mixed with other behaviors. Remember what
| said in Volume 1: Noiseis beautiful. And that goes for behavioral noise too.

Following a path is great for alot of things. Patrolling opponents will seem alot smarter
than idiots that wander aimlessly or just stand still until they notice the player. Paths can
be pre-generated, but can also be the result of path planning.

Resting, finally, is not much of a behavior, but again it can be mixed in with others. For
example, imagine Dr. Frankenstein in hislab. You can’t really smulate all that isgoing on,
we don’'t know exactly what he is doing, but we can fake it pretty nicely. You can make
him follow a path between a number of places, and rest at each place to represent “work”.
Without resting, he would be running around all the time.
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So mixing behaviors isimportant. The agent may switch between different behaviors
depending on game events. Such events include:

» Sound nearby

» The player or other interesting objects within sight

e Theagent is hurt, attacked etc.

» Communication

» Other events, like reaching the end of a path

Thus, the behavior is determined by the current state of the agent, represented by some

kind of state parameters stored in the agent. Changes of state can cause changes of behav-
ior. This can be represented by afinite-state machine (FSM). A ssmple game FSM can

look like this:
Switch
randomly
< > Random
movement
Player not Player within
within sight sight

FIGURE 138. Simplefinite-state machine

This looks simple and understandable, but the agent will be atotal idiot. We cantry to
make a slightly more advanced example (Figure 139 on page 207).

Thisisanicer, smarter entity, but it isalot more complicated, and it is not even complete;
the “Ally” state should probably be several states, hunting the player when too far away,
attacking anyone attacking the player... If the player should have any possibility to com-
municate with it, things get even worse. And it will still not appear very smart at all.

So maybe the FSMs are not so perfect after al? They can be unnecessarily formal and
rigid. A possibility to handle thisisto use paralel FSMs, where several FSMswork in par-
allel on the same agent. This makes it possible to model multiple behaviors separately. We
must, of course, resolve situations where the states imply multiple behaviors, but that can
be solved.

Another option, which isalot less formal and suitable for “hacking” solutionsisto use
rule-based systems. We may skip the states and state switches, but rather use afew simple
rules. The ssmple FSM above will turn into something like this:

* |If no player isvisible, move randomly
» If the player isvisible, hunt

206 Fundamental Al for games



 If the player is close, attack
Thisisjust asfine, and is easier to expand.

Switch
randomly

Random
movement
Some

\ Aer
within sight
time

. Player close

Player gives
a little gold

-

Player not

Player not
4 within sight

within sight

The player
gives no gold

The player

. attacks
Player gives
much gold

Random
movement

FIGURE 139. A somewhat more advanced finite-state machine

13.3 Data representation of entities

The data representation of the game entities is mostly atrivial problem. A game entity
should be represented by a data structure (object). In simple games, the game entities can
be organized asa single linked list. In larger games, the entities need to be grouped in sev-
erd lists, e.g. one per room or similar. It isimportant to be able to turn off entities that do
not affect the player.

A minor issue that can cause problemsisthe disposal of game entities. When can an entity
be removed from the list(s) of game entities? If you can unlink and dispose at any time,
then what happens when an entity disposesitself, or an entity disposes an object that is
queued as the next to process? Thisisreally just an issue of fixing bugs, but the bugs can
sometimes be hard to understand.

When | wrote the 2D game engine “ Sprite Animation Toolkit”, my solution was that the
game entities (sprites) could only be marked for disposal in the game loop, they could not
be disposed. That way, entities could “kill” each other as much as they wanted. The actual
disposal was done in a separate stage.
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13.4 World representation

The representation of the game world isvital for most aspects of agame. For graphics, the
representation of the visual content hasimportance for quality aswell as performance. The
same holds for physics. For Al, the world representation affects the possibilities of the
agents.

A very simple example of world representation is Pac-Man. Theworld isagrid, whichis

easily represented by an array. We need boolean information that says whether a spaceis

open or blocked, but there is more. We need to decide on the representation of the markers
that we collect as well as power-ups.

What isinteresting with this case is that there can be an additional array, which exists for
the Al alone, an array that saves information that affects the movement of the agents (the
ghosts). The player can leave tracks, akind of “scent” that the ghosts will follow. Without
that information, the ghosts may either move towards the player on the shortest route,
which makes them too smart, or they only move towards the player when they have afree
line of sight, which makes them incapable. By following the “scent” they will appear to
have some memory. Add some randomness to make them make mistakes and their behav-
ior can be very nice.

In the Pac-Man clone “Bachman”, | used this kind of “scent grid”, mixed with random-
ness, so every time atomato (ghost) reached afork in its path, the path with the best “ scent
value” had a higher probability to be chosen, but there was afair chance that it took the
wrong way. This added a randomness that made the game alot more fun.

17 18 19 20 @

FIGURE 140. Pac-M an can have a “tracking” grid for assisting the game Al

The scent grid is only one kind of extradatafor the Al. Other extra data can include influ-
ence maps (see chapter 14.1), and information about physics. The latter is particularly
important. It is hard for the Al system to predict the outcome of the physics engine. Itis
easier to pre-generate such information. For example, a slope can not only include infor-
mation about the direction that the gravity will bring you, but also inform the Al where it
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will end up if it slides down the slope, information that will make it easier to make proper
decisions.

Other games may benefit more from polygonal representations, especially when the geom-
etry is polygonal to begin with, e.g. most 3D games. Consider a game like Robowar. We
can represent the world as a mesh of triangles. All triangles carry referencesto all neigh-
bors, for easy searching of neighbor areas. They also have apointer each to alist of objects
that are located in the triangle.

Visibility isvital for agame like this. For this particular representation, visibility can be
calculated by using the triangle edges as portals.

G ©

FIGURE 141. Robowar-style game with polygon world

A polygonal world is alot more awkward to search. Thus, many games combine the two.
It is common that games use three or more resol utions of the game world for different pur-
poses. The highest resolution is for graphics. GPUs are powerful and can pump many
polygons through its pipeline per frame. A lower resolution is used for physics, with sm-
plified bounding shapes for collision handling. Finaly, afairly crude grid-based sampling
can be used for Al, sampling the continuous game world to discrete positions that makes it
easier to run Al algorithms. Thus, adetailed 3D scene can be reduced to asimple 2D grid.
Making the grid unnoticeable in the game is a challenge, though. Entities that always
move from grid position to grid position may reveal the trick.

13.5 Distancein game worlds

Since game worlds are so often discrete, at least on the Al level, the problem of measuring
distance is non-trivial. What we expect is that the distance between two pointsis the
Euclidean distance, so that the distance between two points p; = (X1, Y1) and p, = (X5, Y2)

IS

D(py, p) = J(E—x2) + (Y2 —y2)
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or, with A =[x - Xo| and Ay = |y; - Y|
D(py, Py) = m

For most people, thisisthe “true distance”, but for a mathematician, or someone working
with digital geometry, it is one metric out of many (although the “finest” one that you
often want to achieve). A metric is a distance measure, a concept often used for other dis-
tances than geometrical distances. In our game related applications, it is usually geometri-
cal distance, but in the field of Al there are other options.

A metric isameasure that fulfills afew conditions:
D(py, pp) =0
D(p1, P2) > 0, p1 # P2
D(p1, P2) = D(p2, P1)
D(p1, P3) < D(py1, P2) + D(P2, P3)

From top to bottom, this means that

e A point isaways at distance zero to itself.

» The distance between two different points is larger than zero.
» Thedistanceisthe samein both directions.

« The distance between two points does not get smaller by taking a detour over another
point.

Any measure that does not fulfill these criteriais not ametric, and is thus not a distance
measure but something else. A measure that take slope into account may be useful but itis
by definition not a metric. Thus, we should discern between metrics and movement cost.
However, many problems are valid for both and a movement cost can often be the distance
multiplied by terrain factors.

When working with a discrete grid, it becomes awkward or even impossible to use Euclid-
ean metric all the time. If an agent walks from p; to p, but has to make every move
between neighbor grid spaces, then the path becomes longer and the effect is that we get a
different metric.

Take the chessboard for instance. It takes the king exactly 7 moves from any corner to any
other corner, so the distance is the same - even the diagonal. This metric is known as the
chessboard distance and is very common in games. It is defined like this:

Dchesshoard(P1, P2) = max(Ax, Ay)
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The chessboard metric iswhat you get when allowing movement one step at atimeinall 8
directions on aCartesian grid. Another common metric isthe City Block distance, whichis
what you get by disallowing diagonal moves. It is sometimes called Manhattan distance,
asif Manhattan was the only city with streetsin aregular grid.

Deityblock(P1, P2) = max(Ax, Ay) + min(Ax, Ay)

With both these metrics, the difference from Euclidean distance is disturbing. Both have a
maximum error of 40% (sguare root of two). For example, when playing Sid Meier’s Civ-
ilization (that is, the computer game), you can walk in zig-zag, covering extra ground, for
no extra cost.

This can be remedied by using pseudo-Euclidean metrics. The simplest pseudo-Euclidean
metric is the Chamfer 2-3 distance. What we do is to assign different movement costs for
different moves, so horizontal/vertical moves cost 2 and diagonal moves cost 3. Thisisa
very good approximation. It can be proven that Chamfer 3-4 distance is even better, but the
differenceis marginal. It istempting to believe that floating-point weights, 1 and the
square root of 2, would be perfect. It isindeed good, but it is only perfect on the axes. If
you take amove of (1, 2), the metric is still an approximation.

It is also possible to make even better approximations by handling larger steps, in particu-
lar to have a separate weight for moveslike (1, 2). Chamfer 5-7-11 distance is proven a
good integer metric, and again we can also consider floating-point measures.

Another method for getting better metricsis to use hexagonal distance. Thisiswhat you
get if you represent your world by a hexagonal grid instead of a Cartesian one. The hexag-
onal grid is very popular in strategic board games, and has been used in many computer
games, like XCong. Adapting games created on the Cartesian grid to hexagonal grid is
interesting and often result in twists on the original that make them more or less all-new
games. Such adaptions include Tetris (Hextris and Bikaka), Mines (Hexmines) and Snake
(Hexnake). However, the Cartesian grid is much easier to work with, so hexagona games
will remain a curiosity niche.

13.6 Path finding with variations

A common problem for game Al is to decide how an entity should move. When an entity
is not following a path, but moving towards some goal without a known path, it needsto
find the path itself. Sometimes it finds a path that is certain to work, and sometimes it
should find a path that might work, but that can change over time.

Finding the path in a scene with no obstaclesis plain silly; just move towards the goal .
When there are obstacles, this approach does not work at all, but you can still find it in
games. One example is the game Bugdom, where opponents (ants and others) move
straight towards the player entity. The player can easily take advantage of this by making
opponents run into objects or even into dangerous areas. This has a point in terms of game
mechanics, but it lacks realism.
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A simple but quite usable movement algorithm is the crash and turn algorithm. It can be
described like this:

* Move towards the goal.

 If you run into an object, move in arandom direction for some time, then continue.

At first glance, it looks as stupid as the straight hunter, but it works alot better. The entities
will run straight into obstacles, but unlike the Bugdom ants, they will not just stop at the
obstacle, but will try again and again to get out of it. It will still be possible to trap them, if
there are dead ends that are big enough, but at least they won’t get trapped by running into
atree or achair. This also makes the method work well in environments where many
objects are moving.

The algorithm isillustrated by the figure below. An agent moves towards agoal (left).
When it hits an obstacle (middle) it turns to a different direction and moves some distance
in that direction. Then (right) it turns towards the goal and tries again.

God God God

. L

FIGURE 142. The Crash and turn algorithm

There is one parameter to play with, and that is the length of the random moves. Thereis
also apossibility to increase the random component over time, make the random moves
both longer and in more than one direction at atime, in order to “shake” the system out of
a deadlock. However, the agent will not really appear to have a very intelligent behavior,
S0 it is best used in environments where short, simple random moves are likely to work.

A more exact method is Dijkstra's algorithm. It is defined on a graph with movement cost
weights, but fits well on the Cartesian grid aswell. In the latter case, the algorithm is
called the constrained distance transform. [45]

The agorithm works like this: The grid isfilled with infinite distance (the highest that you
can represent), except for one endpoint which is zero, and obstacles that are assigned a
special blocking symbol. Starting at the endpoint that we gave distance zero, a breadth-
first search propagates distance values over the grid. We keep alist of active pointsin the
propagation front, which initially only contains the starting point.

for all points inthelist p
for all neighbors n

if Dn) >D(p) + 1 then
On) :=DXp) +1
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put n on the |ist
renove p fromthe |ist

With 8 neighbors, this agorithm uses Chessboard distance, and with 4 neighbors it uses
City Block distance. It iseasily updated to other distances like Chamfer 3-4, but including
moves longer than one step is not advisable since it will jJump over thin obstacles.

The algorithm is run either until the other endpoint is reached (a good pick when using
Chessboard distance since the shortest path is aways the first to reach the goal) or until no
changes occur in the image. Then we find the path by walking “downhill” from the other
endpoint.

0 |00 e |00 ||| |oo|2]|2]2]2]2]|w| [3|2]2]2]2]2]|3]4a| [3]|2]|2]2]2 4
0 |00 e |00 e|oo|e| |oo|2]|2]1]1]2]|ew| |3]2]1]1]2]2]3]a [3]2]1]1]2 4
o e oo [l o0 [0 [0 [0 | ol 2| 1O 1]2]w0 0] [3]2| 2@ 1]2]3]4a] |3]2]1] 4
SHEmS - SEERHRRR SSESHRRR AEERERRR JE
x| oo |« oo |3] a)a] |3 4
(o] o] ]oo]oo]oo]oo]oo| [oo]o]o]o]oo]o]o]o| [a]a]5]6]6]5]5]5] [a]a]s]s]s] 5
0 |00 ||oof oo 00| oo |00l oo 0 |00 ||oo | oo e |00 |00 o0 5|5(5/|6|]|6|6|6|6 5|/5|5|6 6 6
o] o0 o000 |00 0] [0 o0 ]e0]e0]eo]eo]eo]o| [6]6]6]6]7]7[7]7] [6]6]6]6]7]7]7]7

FIGURE 143. Path finding with constrained distance map a.k.a. Dijkstra’salgorithm

A drawback with Dijkstra’s algorithm isthat it propagates uniformly in all directions. It
can be optimized to do most work in the areas that are most likely to matter. A very popu-
lar algorithm with this feature isthe A* algorithm.

With A*, aheuristic function is added, which should be some kind of estimate for how

many steps there can be left from that point. Thisis usually as ssmple asthe distanceto the
goal asthebird flies. Thisis combined with the distance value of the point in question (the
distance already traveled), say by addition. The sum is an estimate of the total path length.

The heuristic function is used to decide which list element to process next.

A* can be applied to many problems other than path finding in agrid. Some of them are
just as valid for games. For example, you can search state-spaces by distance functionsin
similar ways, which can be away to make an agent solve seemingly harder problems.

For example, you can solve the Towers Of Hanoi game using A*. The state space can be a
3-dimensional grid where each axisisabit array with all pieces on each stick. From each
state, a maximum of three moves are possible. A* will search the state space efficiently
and output a solution. However, even though the Towers Of Hanoi is a game, the solution
is not a game problem but an optimization problem. You rarely need a puzzle-solver in a
game. The player solves the puzzles.

The same goes for path-finding, at least partially. Path-finding is indeed important for
deciding on movement for agents, but isthe shortest path necessarily what we want? There
are severa alternativesto following the shortest path! Some other approaches include:
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You can switch between random movement and moving towards the path. Thiswill gener-
ate amovement that is a bit absent-minded, asif the agent isinsecure or distracted by
other things. It will find its way aswell as*“ crash&turn”, but it will not seem as stupid
since it will not find itself with the nosein the wall over and over again.

You may follow not the shortest but the safest path. Why go through narrow spaces,
squeezing through narrow passages, when you can take a little detour and go somewhere
where the path is more spacey. This can be achieved by reducing the area a bit, for exam-
ple by binary erosion, a concept from mathematical morphology. Basically, every open
space that is neighbor to awall is set to blocking. Aslong asasolution isfound and it is
not much longer than the original one, we may use that. It is aso possible to add a penalty
function that makes the agent avoid edge spaces when possible but does not forbid it to go
there, for example using an influence map (see chapter 14.1).

The following figure shows a scene with obstacles, where two paths are suggested: one
that is shortest, and one that is “safer”. The “safer” path iswider.

Safer

Shortest

-

FIGURE 144. The shortest path isnot alwaysthe safest. The broader path is* more comfortable”.

You can find both paths by performing mathematical morphology operations and running
the path-finding algorithm several times. After one step of dilation (expansion) on the
obstacles, which is the same thing as erosion (shrinking) of the open areas, we can get the
shapes in the next figure.

FIGURE 145. By dilating the obstacles, that is eroding the open space, the narrow passageis
blocked.

Asdesired, the narrow passage is now blocked, and we will find the broader passage. Note
that this kind of operations can be useful not only for agents who wish good margins, but it
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can be downright necessary for agents that simply have alarge physical size! In order not
to get stuck in collision detection, the agent needs to stick to passages where it fits!

Yet another case isto find pathsin scenes with moving obstacles. If there are moving
obstacles, such as other agents, the path will often get blocked while the agent is walking
it. When that happens, the agent can wait for awhile to see if the path gets clear again, it
can use “crash&turn” to try to get around it, or it can plan anew path. We can see thisin
action in The Sims. The sims often run into conflicting paths. If they are in open areas,
they quickly re-plan and move on, while in narrow spaces (like doors) they may stop and
wait. Thisgameis particularly good at using emotion animations in such situations, so
when obstructed, they make irritated gestures, avery nice touch.

Finally, there are many cases when the agent should not follow the optimal path since it
simply can not know it! An agent can not know the path to an object that it does not know
the exact location of (e.g. the player), and it can not know the path if it does not know the
terrain. In such cases, the agent should use a search algorithm instead, using a special map
that tellswhere it has been, and when. If it has looked into a certain room recently, it
should not go there again in some time but rather search in other places. But don’'t make it
perfect. A real human will not make an optimal search, but may forget about some loca-
tions and over-search others. A path-planning algorithm will be a good component in such
abehavior, but only a component.

Only when these considerations are properly taken into account, you will get an agent that
has a human-style behavior rather than moving around like a robot.

13.7 State-space search: Minmax and other turn-based game algorithms

A classic part of game Al that should not be ignored is the study of turn-based games, to
make computer playersfor boardgames. Thisisthe topic that has the attractive name game
theory. | will only briefly introduce this since | assume that it iswell known.

A board game player needs to find the best move it can make. It needs to search the possi-
ble moves and select one from some goal function. For simple games, like tic-tac-toe, it is
possible to make an exhaustive search of all moves all the way to the end of the game. For
more complex games, thisis not possible and the goal function must somehow evaluate
the position to a quantitative measure.

Thisisanalyzed by aminmax (or minimaxing) algorithm, where we recursively search the
state-space of the game, searching for the best moves. The function returns a value that
tells how good the state is, a heuristic function that typically is positive if the player mak-
ing the first move has an advantage, and negative if the other player has the advantage.

With every move, we are looking for the move that is best for the player who makesiit.
From one player’s perspective, the best moves that the player can make, and the wor st
moves that the opponent can make.
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Simple games can apply thiswith afull breadth-first. A simple case is the game Agga-
schack (“egg chess’), which is a creative twist on tic-tac-toe. It was published in Ny
Teknik afew years ago (around 2000). | made an implementation called MacAggaschack
(for MacOS, obviously), which was complete with a computer opponent. This was a very
straight-forward and simple case of the minmax algorithm.

MacAggaschack

Yalj vad som skall vara dar

FIGURE 146. MacAggaschack, a game that usesa simple Minmax gameAl . (Artwork by Susanne
Ragnemalm.)

Therules are asfollows:

The game board is 3x3 spaces, and isinitially empty. The players take turns with one
move each. A move can be one out of

» Placing an egg in an empty position.
« Eating afull egg to half, afull egg to empty or a half egg to empty.

A player wins when he makes amove that makesthree in arow of equal eggs, that isthree
of the same kind out of full, half or empty.

The recursive evaluation function returns -1 if the opponent won, 1 if the player won and O
if no victory isfound.

By doing the search with varying search depth, the result was a pretty impressive com-
puter player (for anyone who didn’t know how simple it was). “Dumb as the hen” only
checked if it could make awinning move, and otherwise picked randomly. “Fast as the
dog” went one level deeper, avoided to give the player astraight win. “ Sy asthefox” and
“Mean as the cat” were each alevel deeper. (I thought | was really funny making up the
names for the Al levels. Still, it ismore amusing than “1”, “2", “3", “4”, right?)
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Negamax is asimplifying trick for minmax algorithms, where the heuristic function value
isnegated at each call, to simplify the calculations. Then no special code is needed for
keeping track of whose turn it is, that is whether we should maximize or minimize.

Highly compact pseudo code for minmax/negamax can look like this (adapted from [59],
modified to be somewhat more complete):
functi on m ni max(node, depth)
cal cnodeval ue( node)
i f node. val ue=wi n or node. val ue=l ose or depth = 0
return node. val ue
el se
val ue : = NAX
for each child of node
val ue : = max(val ue, -mnimax(child, depth-1))
return val ue;

“Each child” means* each possible move from node”. Note the minus on the second to last
row. It simplifies the code and is what makesiit “negamax”.

For more complex games, the search space can be too large for a breadth first search. By
alpha-beta pruning, we can avoid moving down branches that can not possibly be useful.
Thisisdone by passing alimit for how good (or bad) the state value can be until we know
that we are in ahopeless case. In particular, we can discard any branch where the opponent
can find atoo good value; we don’'t want to go there.

Also, consider the possibility to perform such atest before doing any deep searches. In
MacAggaschack, it makes perfect sense to check the result of one step to seeif thereisa
winning move, and if thereis, we don’t have to do any deep searches whatsoever.

Minmax works well for games like Chess, Othello and others, where the opponent’s state
is known. For some games, like card games, Stratego and Mah-Jong, we do not know the
opponent’s state. There are various hints about what the opponent can do, but it is not pos-
sible to know what move is the best or worst for the opponent. In games like Mah-Jong,
you do not even know exactly what tilesare in play. In Bridge, you know that all cards are
in play, but not on what hand. For such games, the Al must be based on heuristic evalua-
tion functions.

Take the case of Mah-Jong (not the silly tile-matching solitaire game but the real thing).
You have your hand, you pick up atile and must choose one to discard. Look at the hand
in the figure below. (Example blatantly stolen from [5] because it is OK to steal from your-
self. Tile images from Wikipedia.)
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FIGURE 147. A Mah-Jong hand to be analyzed.

If you know Mah-Jong, you can probably suggest some tiles that are good candidates for
discarding. The green dragons should be saved unless two are already in the discard pile.
There are some good candidates for chow’s. There are four tiles that can not combine with
any others. The one that is not a honor tile, circle 3, isagood pick. There are plenty of cir-
cles but far from enough to go for a circles-only hand.

This evaluation can be turned into numbers like this:

* Add one point if thetileisan honor tile, that is 1, 9 or wind.

* Add two pointsif thetileis adragon or your own wind.

» For every tile of the same kind, add two. (Chance for pong.)

» For every tile of the same suit one or two steps away, add one. (Chance for chow.)

Thisisareally, really simple Mah-Jong evaluator function, which needs additional rulesto
deal with discarded tiles, complete or conflicting combinations etc, but it isa good start.

The circle 3 got the lowest score, and isindeed a good pick for discarding.

So, since this kind of games can not be analyzed in many steps, we work with these quan-
titative measures, and every move is a new move.

13.8 Summary

Although we try to make fundamental game Al into an interesting subject, it can often be
described in only two sentences:
» Figure out a suitable representation

* Hack abehavior

Now comes the question: What is advanced game Al?
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14. Methodsfor behavior
and learning

In this chapter, we will move into some more involved game Al methods. Hopefully, we
can find some methods that you don’t consider as much common knowledge as the previ-
ous chapter. No guarantees, of course. What you will find here are introductions to influ-
ence mapping, flocking and learning, all from the game programming perspective.

14.1 Influence maps

Influence mapsis a powerful game Al technique for analyzing the situation in a complex
scene. Its classic useisin strategy games, but as we shall seeiit is useful for many things.

The basic principle of influence maps is that the presence of a game entity is recorded in
the proper place in an array, the influence map, by some value. In strategy games we may
record friends and foes with different sign. More about that |ater.

Then the influence map isfiltered by alow-pass filter. Thiswill smear out the mark to the
surrounding area. This makesit easier to analyze proximity and presence. If an areais
zero, you only need to inspect your current position to know that nobody is near. (If your
own value is written in the influence map, you know what value it gives you.)

If the value is different from expected, someone elseis near. If you use different signson
friends and foes, a value higher than expected signifies friends and a lower foes.
The influence map can be used for many things:

* Inastrategy game, the influence value may be directly used to determine ownership or
supply routes.

« |t can be used to aert the agent that someone is near so that appropriate action can be
taken.
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* It can be used to analyze the strategic value of a space. In a sports game, you can com-
pare players in the same team to determine who isin the best position (e.g. suitable to
pass the ball to). If a player has abad influence map value, heislikely to be guarded by
opponents.

* Itindicates weak spots in the defense to attack or strengthen.
* Itindicates“safe” areas where we can send weak units that should not be attacked.

An exampleis shown in the figure below.

FIGURE 148. I nfluence map example.

All members of ablack and awhite team are marked in the left figure. Then the imageis
filtered, resulting in the right image.

Thisexampleisa“flat” map. It is also possible to make the map terrain dependent, so a
unit’s influence does not pass through walls and is influenced by height difference and
rough terrain.

We can aso introduce different strengths for different units, so a“pawn” hasalow value
and a“queen” higher.

And thisis still only a simple influence map with asingle scalar for each space. An
advanced influence map can hold multidimensional information. You can analyze distribu-
tion of resources as a separate dimension, to find good places for certain structures. You
can analyze history data, showing where there have been many battles in the past.

An influence map does not have to be made in a single resolution. It has been proposed
[38] to make influence maps as resolution pyramids, similar to mip-mapping.

But it all boils down to the same thing: low-pass filtering is an effective way to make data
easier to analyze, when we want to find overall (low frequency) features. See [37] for
more information. | would conclude that influence mapping is one of those techniques
where you start with asimple principle and then find that it can be used in many different
ways. By mapping your datainto an image, you can apply image analysis algorithms on it
and the options are numerous.
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14.2 Flocking

Flocking is alarge-scale behavior method that is pretty effective for simulating group
dynamics. As such, it is as much an animation method as an Al one, and is described in
books for both subjects [8][60]. A particularly significant example is the boids algorithm
invented by Craig W Reynolds [53]. Although originally designed for special effectsin
movies, it has found itself into games where it is used for flocks of animals as well as sol-
diers.

The boids algorithm is marvelously simple. The principle is described by three rules:
» Separation

e Alignment

» Cohesion

The separation rule states that if two individuals come too close, they must try to move
away from each other to avoid collision. Since boids work on speeds and direction, separa-
tion is not enforced by pushing them apart by force but by changing their directions.

The alignment rule states that the individuals should try to aim in the same direction.
Either they mimic the closest member’s directions, or they try to follow the movement of
the center of gravity of the group.

Finally, the cohesion rule states that the members of the group should aim toward the cen-
ter of the group, towards the center of gravity.

FIGURE 149. The threerules of boids, separation, alignment and cohesion

These three ruleswill conflict with each other to varying degrees all the time, so they must
work with different priority or be weighted together.

You can implement boids in afew different ways. The simplest way isreally arather
straight-forward particle system, with the rules above used for having the particles affect
each other. Thus, each boid is a particle with no particular direction or shape, only a speed
vector. The only thing that makesiit different to a particle system isthat it follows the three
rules that give it group dynamics rather than just the rules of physics. All boids within a
certain distance are inspected, and for each of the three rules, an offset to the current speed
vector is calculated.
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Separation: Thisisthe most complex of the three. For all nearby boids, make a vector
pointing away. This can be made for the closest boid or for al within adistance. Thisrule
may be applied on a much smaller neighborhood than the others, preferably with a falloff
so it creates a stronger force the closer the other boid is.

Alignment: Calculate the average difference in speed between the current boid and all
other boids. Add afraction of this to the speed of the current boid.

Cohesion: Calculate the average position of all boids within a certain distance. Take this
position minus the position of the current boid. Add afraction of thisvector to the speed of
the current boid.

The algorithm is not quite as simple as it sounds, because you must first calculate al the
contributions to the speed to every animal, and then add that contribution as a second step.
in that way, the change for one animal can not affect the others in the same iteration. The
effect is that we apply the changesin parallel.

Hereis the algorithm summarized in pseudocode:

/1 Doubl e | oop for accumul ati ng contributions fromother boids
for all boids
count : =0
i.speedDi ff :=0
i . averagePosition :
i . avoi danceVect or :

I
o

for all boids j
if i 2] then
if |j.position-i.position| < kMaxD stance then
/1 for alignnent:
i.speedDi ff += j.speed - i.speed
/1 for cohesion
i .averagePosition += j.position
/1 for avoi dance
i . avoi danceVect or += Cal cAvoi dance(j.position - i.position)
count +=1
if count >0
[/ D visions
i .speedDi ff /= count
i .averagePosition /= count
i . avoi danceVect or /= count

/1 Second | oop for adding the resulting contributions
for all boids
i .speed +=

. speedD ff *kAl i gnnent Vi ght
+ i.averagePosition * kCohesi onVéi ght
+ i.avoi danceVector * kAvoi danceVéi ght
i.position += i.speed

This implements a point-based flocking, which will work nicely given the proper weights
and a good avoidance function. It should be obviousthat alarge system should use a space
subdivision method, like quad trees or BSP trees, to optimize the search for nearby boids,

reducing the complexity of the double loop from the current O(n?) to O(n-logn).
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An aternative isto implement it in a direction-based way, where not the speed but the
rotation of each boid is affected by the neighbors. Such an implementation is harder to
make stable, but that is not necessarily a drawback.

Above, | assumed that we select neighbor boids by distance only. We may adjust that to
include boidsin view only. Reynolds [53] suggests including boids within a certain angle.

— 9

FIGURE 150. A boid may ignore other boids out of view, i.e. behind them.

There are some variations to this that you might want to add. For example, if the group is
splitin two, it should start behaving as two groups. This comes for free when only dealing
with boids within agiven distance (kMaxDistance in the pseudo code). The same holdsfor
individuals that are separated from the group. Rather than searching the world for boidsin
the vicinity, influence maps can be used to make similar flocking decisions.

To this, add heuristic reasons for movement. Sheep may run away from dogs or wolves, or
walk towards food. Soldiers may like sticking near resources that should be guarded, or
attack enemies, or weak units may avoid enemies. Obstacles may be nicely avoided by
contributing to the avoidance vector. There can also be aglobal force, a“wind”, affecting
the boids (especialy of they are flying or swimming), and there can be attractors that pull
the flock to certain desirable positions, including aflock leader, explicitly leading the
flock.

Boidsis an example of A-life, the art of mimicking lifelike behavior. As you add addi-
tional rules and constraints to your boid, you are really turning it into the A-life system
you need for your game.

Tom Scutt [69] suggests that simple swarms can be aviable aternative to boids. A swarm
ismore similar to a conventional, basic particle system, simplifying the problem by not
using any avoidance between the particles. Whilethisisclearly unrealistic for small flocks
of large animals, it can work well for large swarms of smaller animals.

There are many variations on the theme, but one thing holds for much behavior coding:
The code isn’t necessarily very complex. The system can have a behavior that is by far
more complex than the code defining it. Interesting behavior is often coded with very sim-
ple means. Well selected rules based on perception and vicinity checks can create very
lifelike systems, at least as long as you are modeling simple creatures like insects.
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14.3 Learning, function approximation

Machine learning is one of the most fascinating topicsin computer science, but also one of
the hardest to master and do something meaningful with. At a distance, machine learning
sounds like exactly what you need to create a good game Al. The truth is, however, not so
simple.

First, we have the question of how the learning takes place. Isit on-line, while the gameis
played, or off-line, as part of the design? Off-line, it can be used for training the Al system
to produce a desired behavior that is fixed when the game reaches the customer. On-line
learning, however, is matter of making games adapt to the behavior of the player, to pro-
vide dynamics and new challenge when the player has mastered the original behavior.

Then there are many methods for learning. Some may seem trivial, others advanced, and
some look very different from each other at first glance, but that is mostly a question of
context. You see, learning is really a question of optimization or function approximation.
You have some kind of parameter set describing a behavior, and you want to optimize the
parameters to get the most desired behavior, to find a good approximation to the desired
function. No, you can't just “teach” your Al, you need to identify the parameters, one way
or the other, and feed them to the system, and provide information on what behavior you
want.

Suddenly the problem doesn’t seem at al that magical.

There are anumber of learning (optimization) agorithms, including:
* Neura networks

e Genetic algorithms

* Hill climbing

e Simulated annealing

The methods above solve two different problems. Neural networksis primarily arepresen-
tation model for the state space, while the others are algorithms for performing the search
of the search space.

Neural networksis astructure for representing the state space, mimicking neural networks
in biology. Thisis done by a network of interconnected nodes, neurons. Each node has a
number of inputs and outputs, where there are weights mapping inputs to the outputs, a
simple function. These weights are the parameters of the optimization, which are updated,
again using agoal function. The actual updates can be made using several search algo-
rithms, including hill climbing, simulated annealing or genetic algorithms. The actual
structure of the network comesin many variants, most notably feed-forward and backward
propagation networks.

In genetic algorithms, the parameters are considered “genes’. A number of sample points
are randomized, tested against agoal function. Then new ones are calculated from the first
ones, mixing “genes’ between pairs of samples. Good points are promoted by keeping
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them and letting them “breed” more than bad points. Asiterations run, the algorithm will
explore areas in parameter space where the goal function has high values.

]

FIGURE 151. Genetic algorithms example. The best samples are combined to find new positionsin
promising areas.

Hill climbing is the simplest there is, where you take a single sample and move to nearby
points wherever the goal function is higher. Running hill climbing from one single stating
point will often get stuck in local minima, but by running this algorithm not from one but
from many starting points, a decent coverage of the state space can be achieved.

i .

|

FIGURE 152. Hill climbing example. Several starting points are needed to explorethe goal
function properly.

Smulated annealing is very similar to genetic algorithms. Instead of combining pairs of
samples, random offsets are made, again promoting good samples. The length of the ran-
dom steps are determined by a*“heat level”, and that level is gradually decreased, shorten-
ing the random steps, until it reaches zero and the system stops, and we hope that we have
found an optimum. The difference to genetic algorithmsis twofold. Simulated annealing
has more freedom to move in al direction of parameter space, it is not restricted by posi-
tions of two samples. Genetic algorithms, on the other hand, will reduce unnecessary
search of bad points along directions in parameter space where the function does not get
better, e.g. on aridge in the function.
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FIGURE 153. Smulated annealing example. The step length isdecreased over timeto makethe
system stop.

The step length shortening in simulated annealing is readily applied to hill climbing and
genetic algorithms.

Learning can also be achieved by non-formal methods, heuristic methods based on the
problem and asimple solution for that, like making some simple statistics about the player
behavior and modifying computer agents from that in some hard-coded way. If the player
then perceives the system as intelligent and adaptive, the problem is solved.

A good overview over these and other methods are given by Millington [60]. Millington
also makes an important statement: Learning is not very important in games!

Thisisabit disturbing if you find machine learning interesting, but it is afact. Machine
learning is useful for things like training image processing systems, but where doesit fitin
agame? There have been attempts to use learning for animations and for game entity
behavior, to train them at the design stage, but the cost is high and the results usualy lim-
ited. Games have been created with learning, most notably Black & White, where you can
train your own “creature” to help you playing — but players soon found out that they were
better off ignoring the creature and play the game as the updated Powermonger that it was.
So the learning was wasted since it was not important enough for the game goals.

| am not saying that learning can not be useful, but machine learning is a small and over-
hyped topic in gameAl. Thus, | choose to leave it as such. There are other game Al meth-
ods that are much more rewarding. Learning may be the answer, but first we need to know
what the problem is.

14.4 Final remarks

The game Al subject is achallenging one, not least sinceit is so diverse and not trivia to
apply. It ranges all the way from heuristic hacks to formal methods, and what can be used
in games varies.

If you want to go deeper on Al, as always research papers are important. If you want a
book, | believe that Millington [60] is agood choice, covering lots of non-trivial thingsin
non-trivial depth.
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15. Other topics

15.1 Sound effectsand music

Music and sound is not one of the main topics of the course, despite the title of the book.
However, it is agreat importance for games, and far from trivial.

Simple sound effects and music are mainly a question of finding a playback API. Thisis
not as simple as it may seem, and we will discuss that further below.

Advanced sound effects start with stereo placement of sounds, to indicate the position of
the sound source. The sound effects get even better if you can filter the frequency content
depending on direction, distance and location. And that is where we move into the really
advanced sound effects. Advance sound effect systems can analyze the geometry of the
surroundings and accurately calculate the impact on the sound, creating echoes as well as
frequency filtering.

Music is generally not dependent on the environment, except for the special case where
there is an explicit source for the music, like the music in Lara Croft’s living room. How-
ever, music can vary in time rather than room. Making different music tracks for different
parts of the gameiseasy. A lot more challenging isto change the music in asmaller scale,
to vary the mood of the music with different situations. Fading in and out such changesis
far from trivial.

15.1.1 Playing sound effects with OpenAL

Finding the right sound playing library is surprisingly difficult. There are many libraries
available, but few will do what you need out of the box. Among the popular libraries are
FMOD and SDL Mixer. One library that is powerful and freely availableis OpenAL by
Creative Labs. It does not only play audio, it also includes functionality for representing
3D location and speed of the sound sources, so stereo and volume can be calculated from
position, and even doppler effects.

A surprising omission in OpenAL, similar to the lack of texture loading in OpenGL, isthat
OpenAL can not load sounds from files. The add-on library ALUT (c.f. GLUT) will pro-
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vide aloader for WAV files. However, since that is the only really meaningful thing that
ALUT provides, and ALUT may complicate installation, | would recommend you to use
your own WAV |oader, as source or static library. Such code can be found on Internet.

Granted that you have aWAV loader, your OpenAL code is quite simple. | will leave dis-
cussions about stereo placement and doppler, and just briefly show how to get a sound
effect to play.

The central conceptsin OpenAL are the listener, sources and buffers.

Thelistener isthe output device. We can ignore that for now, which means that we use the
default listener with default settings, but afull OpenAL program will specify the position,
speed and even direction of the listener.

The sources are sound playing channels, capable of playing one sound each at atime. You
will typically use several sources, so you can play many sounds simultaneously. A source
is created like this:

al GenSour ces(1, source);

You may set various attributes of a source. The most obvious ones are these:
al Sour cef (source, AL PITCH 1.0);
al Sourcef (source, AL GAIN 1.0);

but just like for the listener, we may also specify position and vel ocity.

The buffers may hold audio data, which can be played by sending it to asource. A buffer is
created and assigned data like this (granted that you have aloader for the data):

al GenBuffers(1, buffer);

al Buf ferData(buffer, format, data, size, freq);

Thisis strikingly similar to how you create a texture object and upload atexturetoit in
OpenGL!

Finally, let us use the buffer and source to play asound! It isdone like this:

al Sour cei (source, AL BUFFER buffer);
al Sour cePl ay(source);

When writing your first OpenAL test program, you will also want to keep the program
running until the sound has stopped. You may inspect

al Get Sourcei (source, AL _SOURCE STATE, status);

to know if the sound has stopped playing. (The variable statusisAL_PLAYING while the
sound is being played.)

It should be noted that you can not use several buffersin one source, and you can not abort
an old sound merely by specifying a new buffer. To switch sound in one source, you first
stop the old sound using

al Sour ceSt op(source);
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and then you can specify a new buffer and play as above.

Thereisaso asmall number of needed initialization calls, with which your program
should start:
devi ce = al cQpenDevi ce( NULL) ;

context = al cCreat eCont ext (device, NULL);
al cMakeCont ext Qurrent (cont ext) ;

and to be really nice, you should end your program by stopping all sources and tidying up
using

al cDest royCont ext (cont ext) ;

al cd oseDevi ce(devi ce);

but we usually don’t need to be that nice to the system.

I hope this brief introduction can help you get started. The next step from here isto start
using the source and listener position and velocity data.

15.1.2 Playing music with QuickTime

Playing music is rather different from sound effects. While sound effects can be stored as
uncompressed audio (e.g. WAV), music takes much space and must be compressed. Typi-
cal formats include mp3 and Ogg Vorbis.

There are plenty of audio players out there, but still it isnot easy to find one that is easy to
use. Onethat isfairly smpleisApple’'s QuickTime, available for Mac OS X and MSWin-
dows. While QuickTime is primarily amovie playing library, it is very useful for playing
music as well, not least for its capability of decoding awide range of formats.

Simple OSX code for playing music can be found on my web pages as“ SimpleAudio-
Movi€e’, in C and FPC versions.

Unfortunately, Apple has not kept the Mac and Windows versions in perfect synch, so you
may have to resort to coding styles that are considered old-fashioned on the Mac to make
the code portable. This problem makes QuickTime less attractive, and you may want to
look into other options. Furthermore, its cross-platform capability only is across two plat-
forms, and there is little hope to ever see it running elsewhere.

A different approach would be to use a decoder for mp3 or Ogg Vorbis, and stream the
datato an OpenAL source. That would be more portable, but | have not evaluated any such
solution so | can not point to areally good one.

15.2 Special input and output devices

When Sony and Microsoft were hunting performance, the seemingly weaker player Nin-
tendo grabbed all attention and big market shares with the Wii. That event is very signifi-
cant. A performance increase only makes a difference once you do something interesting
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(entertaining) with it. What Nintendo realized was that their efforts were better spent on
something that really made the platform more interesting, the new hand control.

The most obvious follower is Apple, who makes both MacBooks and i Phones capabl e of
more by putting in motion sensors. More recenly, Microsoft’s Kinect has been a consider-
able success, and not only as a gaming device. The conclusion is that you don’'t make it
fun by trimming numbers but by making something different. Thisistrue in many other

ways.

On the output side, we are currently experiencing arevival of 3D (stereo) displays, bothin
cinemas and consumer products. The products have matured, and the need for them, in
order to provide novel experiences have grown.

In timeswhen softwareisrunning into the problem that all special effects have been made,
specia devices will widen the borders of the imaginable. That will create new products,
new opportunities for profit, and because of that, we will see more and more such prod-
ucts. Jumping on the right “device train” will be asimportant as releasing your game for
the right platforms.

15.3 User interfaceissues

If there is one aspect of program design where games are notoriously poor, it is the user
interface. While other programs usually follow the user interface for their platform very
well, games follow no standard, and their user interfaces more often than not looks like
something slapped together as being atriviality that is no concern. We will frequently see
the following:

¢ Non-standard keyboard shortcuts.
» Selections (menus etc.) are equally non-standard.
» Tedious sequences of spinning logos when launching the game.

« Strange limitations due to poor user interface design. Example: A limited list of player
names or save files due to fixed lists.

e Lack of protection of user data.

e “Pause’ function not always easy to find. On-line games often have none. Some games
can't survive atask switch.

Many of these issues seem deeply rooted in the game industry, and seem to be considered
more state-of -the-art than the user interface mistakesthat they really are. The non-standard
look on menusisaminor problem, that ironically is an advantage when porting between
platforms. Many of the other issues, however, are annoying for the users and make it
unnecessarily hard to get into new games.

| conclude that user interfaces are significantly worse in games than in other software. This
is obviously aminor issue for game programming companies. The obvious question is.
can one gain revenue, more sales, by making agood UI? In the past, apparently not. But
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today? Maybe. | believe that the big differenceis that aslong as sales were one-shot and
games cost $50 in a store, this simply was not a problem. If you buy afull-price game, you
will not give up that easy, you learn the quirks. And if you got it from the bargain bin, you
just put it aside and forget about it. Is this changing? Maybe. We live more on-line, some
games have more longevity than past games had, and the simpler games are web-based. |
admit that | am speculating, but if nothing else, | wish that the time has come for game
programmers to spend alittle more time to make the user interfaces good instead of some-
thing between bearable, frustrating or confusing.

15.4 Game mechanics

One of the most essential things with agame is the game mechanics, which isreally the
rules of the game. In the computer game market, there are many games without any unique
rules, with no apparent game mechanics of its own. However, many seemingly similar
games have subtle differences that give implicit game mechanics, so the problem isnot as
big asit may seem.

Ever since the first computer games, there have been too many games with the rules so
nicely summarized by MacBugs!, one of the first Mac games (that means early 80’s):

» Shoot everything

« Don't get hit

Isn't that a bit too trivial? However many games are alot more complex. The most

advanced gamesin terms of game mechanics are probably strategy games, but even simple
games like Tetris and Mines are way above the MacBugs! level in terms of game rules.

Now, game mechanics, game rules, is about logic, the explicit or implicit rules of play.
Even a shooter has more rules than MacBugs! lists. Here is a short summary:

* Number of lives

e Scoring system

» High score system - how are we rewarded for good play?

» Scorefor extralives

* Power-ups

* Movement options

* Movement and armament of opponents

 Intelligence of opponents

And thisisjust what you have in atrivial shooter! Modern first person shooters tend to

have arather delicate balance of health and shield points, availability of powerups, differ-
ent kind of damage by different opponents, different weapons...

All these things are part of the game design, but note that the graphics have little or noth-
ing to do with it. Physics and Al, however, are much more closely connected to the game
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mechanics, so close that they are often an integral part of it. Networking may unintention-
aly be part of the game mechanics; when it works perfectly, you should not notice it.

A simple example of when the physicsis an important part of the game mechanicsiswhen
you throw grenades. Grenades are usually allowed to bounce off walls, so you can bounce
them into inaccessible places, clearing mines or attacking unseen opponents. Thus, the
physics simulation becomes very important, and the player will take advantage of the
physics simulation, regardless of whether it isrealistic or not.

Likewise, the intelligence and perception of computer controlled entitiesis essential.
When can they hear you? In games like Noone Lives Forever, sneaking past enemiesis
part of the game, while other games are simpler and opponents react on distance or line-
of-sight.

These examples are game mechanics coming from the simulation of physics and intelli-
gence/perception. Since these “game rules’ mimic reality, we do not need to describe
them much to the player, the player will, in varying degree, expect thingsto work that way.
Other rules are different.

Thus, game mechanicsis the sum of many “gamerules’, in all parts of the game. Physics,
Al, graphics, networking, and even sound, they all contribute to the flow of information, to
the success or failure of the player. Some rules are explicit, but more often than not, most
rules areimplicit.

And that isrealy why so much of this book is about al those other parts, and so little
about game mechanics. You can take just about any chapter in this book and take some-
thing there and make that a central point in your game. And when you do, you take that
vital decision that makes a game out of a concept.
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16. Final words

Writing this book has been an adventure, at least as big as arranging the course past years.
It mixes knowledge from many fields, and still it is mostly written by one single person
(with some advice and help from my colleagues). Isit advanced enough in each area, isit
interesting? Well, I hope so. | have been working from the point of view of putting in what
| find interesting and that | think you might find interesting, whiletrying to keep within the
limits of the subject and the size of the course.

With this book my two-volume project was completed (although | consider extending it
with more). In away, | have done what | wanted to do with the “Tricks’ book back in the
90's. That book was great in some ways, but it was lacking in others. Now | just might
have done the book that really screams!

Now it is your turn, go out and make them scream! Start with a project. Do what | did,
make the project that you always wanted to do!
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